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Editor’s Foreword

Dear Readers,

The periodical *Cyberspace, Intelligence, and Security* is proud to present its first issue. It is a direct continuation of *Military and Strategic Affairs*, which the Institute for National Security Studies has published for the last eight years. The new journal is aimed at writers and readers interested or working in the many fields of cyberspace, including academia, policymaking and government, the army, intelligence agencies, economics, law, and, of course, those who are developing and providing solutions to cyberspace problems, as well as the parties in industry who represent the customers of those solutions.

The new journal will deal with a range of topics, including global policy and strategy in cyberspace, regulation of cyberspace, safeguarding national resilience in cyberspace, and defense of critical national infrastructures. The journal will also devote space to topics related to cyber-force construction, such as the human resources, means of warfare, doctrine, organization, training, and command, as well as aspects of defensive and offensive cyberwar.

The journal will invite experts to contribute articles in legal and ethical issues, privacy protection, in addition to relations between states and the global technological giants of cyberspace. Specialists will be called upon to write about strategic and military thought, the deployment of military force in cyberspace, propaganda operations, analysis of cyber incidents and their ramifications, as well as the balance of deterrence, analysis of cyberthreats and risks, intelligence, information sharing, and public-private partnerships aimed at improving cyber defense. Technological experts will be encouraged to write about technological developments, case studies, research methods, and the development of processes connected to cyberspace.

A call for papers and writing instructions will be appended to every issue of the journal and will be available at the INSS website.

I hope you will find this journal an important forum for learning and developing knowledge about cyberspace, intelligence, and security.

Dr. Gabi Siboni
Jointness in Intelligence Organizations: Theory Put into Practice

Kobi Michael, David Siman-Tov, and Oren Yoeli

Jointness—a concept popular in recent decades in military, intelligence, and civilian systems—represents a change in the way organizations function in a complex and challenging environment, which is characterized by a networked structure, or multiple connections among various entities. The most striking difference between cooperation and jointness is the process of fusion, which is typical of jointness. While cooperation preserves distinct organizational settings, authority, and areas of responsibility, in jointness we see new organizational formats, which represent a synergy that is greater than the sum of all the existing capabilities.

This essay focuses on jointness in intelligence. New ways of thinking over the past years have led to the breakdown of the compartmentalizing of intelligence organizations and have given rise to models of jointness within intelligence organizations, military forces, and civilian entities so that they can carry out complex missions. This essay surveys the theoretical and practical development of the concept of jointness and presents four archetypes of jointness, based on several Israeli and American case histories. These case histories indicate that jointness has not always been applied accurately. The success of jointness depends upon several essential components that may be defined as its ecology. The most prominent is organizational freedom, which provides the space where it is possible and, indeed, recommended to provide autonomy to
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various working echelons; this autonomy allows for flexibility and creativity even if it deviates from familiar modes of action.
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**Introduction**

The concept of jointness, popular in recent decades in military, intelligence, and civilian systems, represents a change in the way organizations operate in a complex and challenging environment. This environment is characterized by a networked structure, that is, multiple connections among entities. Jointness is distinguished from cooperation by the process of fusion. While cooperation preserves distinct organizational settings, authority, and areas of responsibility, in contrast, the process of fusion in jointness creates new organizational formats and synergy that is greater than the sum of all the existing capabilities. Generally speaking, organizations shy away from jointness; yet in a reality characterized by crises and competition, in which organizations find themselves threatened and vulnerable to fail, their inability to produce an effective response to the threats and challenges ultimately strengthens their willingness to engage in jointness.

This essay focuses on jointness in intelligence, having developed as new approaches collapsed the boundaries and separation between intelligence organizations, which—alongside historical rivalries over prestige and competitiveness—had been the hallmark of their relations in the past. These new approaches have also led to the development of models of jointness between intelligence organizations and the military, so that they can carry out complex missions, and also between organizations in the civilian sector. This essay addresses the concept of jointness and seeks to answer the following questions: What is jointness and what led to the need for it? What are the interrelations between the features of jointness? What are the conditions for and obstacles to realizing jointness? How is jointness manifested in the intelligence community, and what are the various jointness models in this world? Examining jointness in its broader context, the essay surveys its development by the American security establishment, its penetration of the civilian corporate world, and its rebound effect on the military and intelligence community. Highlighting the positions of several prominent
researchers on the concept, the essay will seek to expand upon the existing theoretical debate about jointness. Finally, the essay describes and analyzes various models of jointness in the intelligence community—specifically in contexts requiring the use of force—especially in the United States and, in a more limited way, in Israel, in an effort to understand if jointness in the intelligence community is distinctive.

The Development of the Concept of Jointness

The Military

The idea of jointness developed in the American defense establishment in the late 1970s.\(^1\) In the 1980s, the term “jointness” was coined to describe actions, operations, and organizations in which entities belonging to two or more branches of the armed forces took part.\(^2\) Until the 1980s, the command structure of the US military forces was split among five branches, each completely independent in terms of developing doctrine, manpower, and equipment. Battles over budgets took place among the branches, often leading to irrational financial allocations based on size of a particular branch and also to an increase in the overall defense spending.\(^3\) If one branch experienced a problem of resources, it would prefer to handle it by lobbying Congress rather than by cooperating and using existing resources already developed in a different branch.\(^4\)

In 1986, the Goldwater-Nichols Department of Defense Reorganization Act was passed to resolve the difficulties described above.\(^5\) The act brought sweeping changes to the command structure of the US military by strengthening the concept of jointness; the authority and responsibility for force construction was transferred from the branch commanders to the joint chiefs of staff, and geographical commands and the Special Forces command were established. In 1991, the first US military doctrine referring in a detailed and comprehensive manner to jointness was issued, in conjunction with the implementation of the Goldwater-Nichols Act.\(^6\) The doctrine set out guidelines for the armed forces on applying jointness in a variety of ways in order to attain optimal effectiveness.\(^7\) The publication and implementation of the doctrine led to the establishment of several research centers, which developed joint strategies, battle plans, and training. The first war in Iraq, however, highlighted the deficiencies of jointness among the various forces, revealing the gaps between the written doctrines that stressed separate activity and the interfaces that
required a high degree of jointness and, as a result, catalyzed the development of cooperative doctrines that promoted the jointness approach.\footnote{8}

**The Civilian Sphere**

Several years after the development of jointness in the American military, the concept gained acceptance within the civilian and corporate spheres. Changes in management and information technologies led to the development of important theories and applications. The cyberspace revolution enabled businesses to harness advanced computer applications for their needs, speed up processing methods, cut costs, and make information and knowledge accessible to all. At the same time, the acceleration of R&D processes and trade and cooperation among organizations and nations contributed to the declining status of the large business outfits, which were managed in a traditional, hierarchical, and centralized fashion and to the increasing prestige of the more agile and dynamic businesses, characterized by small staffs and independent divisions that manage networks of relationships. The traditional structure typical of organizations for most of the twentieth century gradually made way for a flatter, more decentralized, networked and dynamic model, stressing its many intersecting relations.\footnote{9}

The most successful companies were the most cooperative ones; a growing segment of business activity around the world is now carried out cooperatively within an organization, as well as between organizations. Processes of manufacturing and development in many industries (technology, marketing, biomedicine, and more) have become increasingly complex, making a lone organization’s attempt to handle these processes independently virtually impossible. For example, the development of information systems at present cannot be carried out as an independent process. Competing companies prefer to incorporate external services in their products instead of engaging in independent development, which would require them to meet constantly changing standards.\footnote{10}

**Developments in the Theory of Jointness**

Zvi Lanir, who worked on developing the notion of jointness in military organizations, defined it as “creating a new systemic capability based on the fusion of the unique assets of the different entities and evincing a deeper connection than coordination or cooperation.”\footnote{11} Lanir classifies
joint activities in a hierarchic manner according to the quality and depth of systemic influence that they achieve within the military context. According to Lanir, it is necessary to distinguish between the terms “coordination,” “cooperation,” and “jointness,” where each interface characterizes a different level of relationship between entities. Lanir defines “coordination” as “a level of interface allowing [organizations] to attain systemic efficiency by a standardization of process,” such as coordination of time, location, and intensity between a pinning force and a strike force during battle. Lanir ranks cooperation one rung above coordination. He argues that in order to attain systemic effectiveness (relevance), it is not enough to engage in coordinated systemic thinking. While it allows forces to act efficiently, it does not guarantee the desired effect vis-à-vis the enemy. Every campaign has its own unique features, and every enemy requires unique systemic understanding. “Cooperative systemic thinking” represents the interface of cooperation during which the rationale of the opponent’s system is conceptualized.

Lanir places jointness above both coordination and cooperation. Lanir explains that the objective of jointness is to ensure that the systemic effectiveness will continue even under changing circumstances; the relevance of a system can be maintained only if the system is dynamic, and if all the echelons of the different entities are involved in developing knowledge. The new knowledge is created in the encounter between the different entities and results in ongoing organizational transformation. The knowledge is created in the “no-man’s cognitive zone,” the vacuous space outside of the domain that a single entity can encompass cognitively and exclusively. Lanir refers to the knowledge created in this zone as “joint systemic thinking.”

Efron Razi and Pinhas Yehezkeli favor the terms “inter-system cooperation” and “cooperative activity.” They claim that jointness is an expression of a degree of organizational freedom that creates a space where it is possible— even recommended—to deviate from familiar procedures, regulations, and operational patterns. This freedom is crucial because in a dynamic, rapidly changing environment, every organization must quickly develop and acquire knowledge. Their claim is that a significant amount of knowledge is created in the interstices between organizations as a result of their interrelations; in order to access this knowledge and develop it, organizations must cooperate with one another. Knowledge may be created in any one of the organization’s
echelons; a good flow of information enables the organization to construct processes from the bottom-up rather than being the result of centralized planning from the top-down.

The ideas described above currently shape the perception of jointness in both the US military and the Israel Defense Forces (IDF), and constitute a central component of their approaches. This is particularly true of the US army, which since the early 1990s, has perceived jointness as fundamental to its strategy, while distinguishing between the concept’s dimensions and its implementation. Similarly, the IDF distinguishes between jointness as an action or a process resulting from an action and jointness as a concept and as part of organizational culture.

The Dimensions and Stages of Jointness
Jointness is fundamentally a process of continuous learning, and has two major dimensions: the cognitive and the organizational. Jointness takes place in three stages: design, planning, and implementation. The literature tends to distinguish between two main types of learning: causal learning, occurring when new information leads to a change in means and methods; and diagnostic learning, which stems from understanding the tension between values and concepts and results in changes both in the objectives as well as the means of attaining them. Causal learning may also be defined as tactical learning, characterized by adapting and adjusting, whereas diagnostic learning can also be defined as strategic learning, which at its core is a restructured view of reality. In cognitive terms, tactical learning can be seen as an update of existing cognitive structures, resulting in adaptation and adjustment, and strategic learning can be perceived as a change in cognitive structures and their expansion, leading to a change in attitudes and beliefs.

At the basis of the strategic learning process is the concept of “design” as an abstract cognitive process in which the conceptual framework is formulated. At the design stage, existing paradigms are challenged, updated or replaced, and a new vision is formed. The design stage rests on a vision that relates to answering the question, “What do we want to design?” It relates to making decisions and setting a general direction that provides meaning to the process. The vision is seemingly disconnected from the material or practical terrain, which is limited to a fixed total of resources,
and it challenges the organization to think about solutions that transcend these limitations.

Cognition is both a stage of jointness as well as an output (such as organizational understanding) within a wide-reaching organizational process. It is also an outcome of cognitive jointness, in the sense of jointness at the stage of formulating and designing a concept, such as cognitive structuring to interpret reality. Therefore, it would be correct to conceptualize cognition as “cognitive jointness.” Cognitive jointness is manifested by joint interfaces and shared thought processes among directors of organizations, who analyze and rethink the challenges that their organizations face and also define shared values. This encounter between organizations abuts upon the inter-organizational space, allowing for the creation of new knowledge in the areas outside the organizational zones of thought (the so-called “no-man’s cognitive zones”). Cognition at the design stage occurs by means of diagnostic-strategic learning processes and consists of challenging existing paradigms, bringing them up to date, or replacing them.

In contrast to cognitive jointness, organizational jointness is manifested by shared interfaces and cooperative work among organizations. It includes shared organizational structures, working processes, and the organizational climate (“ecology”), which allow several organizations or frameworks to operate in a synchronized manner and maximize their capabilities—creating a whole that is greater than the sum of its parts—and concurrently helping to promote shared objectives. Organizational jointness is also needed for force building in terms of training personnel and creating organizational infrastructures that efficiently maximize resources and capabilities as a fixed and systematic method for confronting complex challenges. Organizational jointness is expressed more prominently at the planning stage within already existing paradigms that were conceptualized during the design stage. Learning at this stage is simple rather than complex, and it consists of incorporating new information into existing patterns of thinking.

Organizational jointness enables organizations to identify the changes needed within the organizations themselves. These changes may lead to the establishment, dismantling or merger of organizational structures, new job definitions, or new professional ways of looking at things, which may affect the work of existing position holders, as well as defining the components needed to create a joint ecology. Organizational jointness should also include
the implementation stage, which is formulated during the planning stage. The implementation stage is essential to organizational jointness as it is a real test of the organizations in dealing with challenges. During the final stage, the learning process is simple learning, and consists of adapting plans, means, or organizational aspects due to an expected challenge and on the basis of an existing paradigm or concept.

Diagram 1 below describes the dimensions of jointness (cognitive and organizational) as they are manifested at each of the different stages (design, planning, and implementation), while relating to the process of learning at each stage. Cognitive jointness is realized at the design stage, whereas organizational jointness is required throughout all of the stages.

**Diagram 1: Jointness as a Learning Process—Dimensions and Stages**

As Diagram 1 demonstrates, each stage of jointness generates processes of learning, which allow the realization of the next stage. The final stage of jointness—implementation—is the stage where we can expect to encounter all the problems and challenges. During the final stage, the process of simple learning leads to changing plans, means, or organizational aspects, while
the process of complex learning is needed for much greater problems or challenges, and enables the broader conceptual framework to be reexamined.

**Transition from Crisis to the Relevance and Importance of the Organizational Ecology**

Jointness may be framed as a process that begins with a crisis; progresses into a conceptual, organizational, and operational development; and leads to improving the organization’s relevance in facing problems and challenges in its field. The success of the process also depends on the organization’s ecology and environment.

*First Stage: Crisis*

Crises are the factor that generate organizational processes allowing for the development of jointness as a concept and method of action. The literature defines a crisis as a situation in which a change appears as the result of a sudden event, a sharp change in trend, direction or time. In such a case, an organization needs to reassess the situation; in other words, it needs to reconsider the threats, values, and objectives of the players involved. The change may lie in the internal or external environment, and the threat may be aimed at the organization’s highly prioritized objectives or at its basic values.

At the beginning of the crisis, the organization manifests a kind of “strategic helplessness,” expressing the gap between the organization’s relevance and the environment’s challenges; that is, the organization expresses its inability to cope with new problems and formulate responses to challenges, given the organization’s existing understanding, resources, and capabilities.

*Second Stage: Systemic Learning*

After recognizing a crisis or the desire to avoid an impending crisis, the organization needs to undertake complex learning processes in order to form the conceptual framework so that it can address the crisis; simple learning processes, designed to allow organizations to adjust action methods based on its present knowledge, are insufficient. When several parties from a number of organizations jointly carry out thinking and learning processes, they realize that the bases of knowledge and paradigms of each organization are insufficient to develop significant insights; this realization can be defined as cognitive jointness. The complex learning process reexamines
the organization, its objectives, the impact it seeks, and the environment in which it operates. One possible means of resolving the ongoing crisis is through organizational jointness, although it is not the only means. In order to promote jointness as a solution, the organizations must recognize jointness as having the potential to provide a mutual reward that is greater than the one produced by separate, individual actions.

Third Stage: Organizational Processes and Ecology

The success of the processes and plan of action that are based on new insights and knowledge are affected by various conditions of the organizational and inter-organizational ecology, including working norms, organizational dynamics, trust among the players, and the extent of autonomy given to the various echelons. Although the incubation processes of the organizational ecology can begin from the bottom-up, its completion and institutionalization must take place from the top-down. Without the support, encouragement, and permission of the organization’s management, it is impossible to reshape an organization’s ecology.

Jointness is feasible only when the information flows freely between and within organizations. Therefore, the management must provide staff with the autonomy to develop joint interfaces and allow the flow of open and free information in the inter-organizational space. The sides participating in the joint interface will be willing to take risks if they expect positive behavior from the other participants; trust is a function of expectation and of the willingness to take risk. In a situation in which the sides do not have any shared history, they will have no idea what to expect of the other party, and the starting point for their relationship will be neutral. Such a situation requires the gradual building of trust by means of empowering and rewarding positive behaviors.
Jointness requires working norms and a supportive environment for information sharing, relationship development, and shared processes in which several parties divide the burden of work. The extent of autonomy among employees operating on behalf of an organization in a shared setting affects their awareness of jointness; experience proves that when employees enjoy autonomy it is easier to work together and to build a working environment of mutual trust. In addition, jointness requires that organizations to some extent forgo their original identity and create a new professional identity oriented toward the shared mission. Therefore, in addition to the advantages of being part of a networked association when facing challenges, the new network should avoid alienating individuals from their mother organizations, which employ them and provide them with training, advancement, and professional identities.
Jointness in Intelligence Organizations

The development of jointness in intelligence organizations was influenced by similar processes taking place in the military and the business world, as well as by technological transformations and accompanying changes in intelligence. For example, Itai Brun, who served as the head of the research division in Israel’s Military Intelligence Directorate, describes these changes as follows: “In this day and age, the centrality of information technology is striking . . . In such a world, one can gather intelligence of a quantity and quality impossible to gather in the past, then analyze and process it in time constants that were equally impossible . . . The new world is brimming over with information, leading to competition with other information and knowledge providers and revealing weaknesses.”

Changes in the technological environment and intelligence challenges have transformed the nature of intelligence work and the outputs now expected. Intelligence organizations must now surveil disappearing targets and incriminate them, and follow processes that lack prior planning or even a clear aim as defined by decision makers. Similarly, the intelligence community is expected to handle incidents in a shorter amount of time (for example, as a result of the use high-trajectory weapons, which do not require any special preparation), while the information revolution has compelled
intelligence personnel to handle a much greater volume of information
and knowledge than it did in the past. According to a senior member of
the Israeli intelligence community speaking in a closed forum, the Israeli
intelligence community has undergone a change of consciousness. In this
context, the intelligence community has integrated several organizations
together; it has recognized that barriers between intelligence gathering and
research should be broken down and has created joint intelligence spheres,
allowing accessibility to every partner on a needs basis.

**Generating Jointness in Intelligence: Information Systems
Management Frameworks**

Frameworks for managing the intelligence community help to promote
jointness by means of synchronizing the various community member
organizations. These organizations compete with one another for resources
and prestige, often resulting in duplication and redundancy that is liable to
damage their potential contribution to the community. An overall supervising
body could promote jointness in both the cognitive and the organizational
fields. This body could operate in a top-down process to create standards,
including working norms, and could oversee the establishment of shared,
mission-driven frameworks that would allow several parties to work together.

The Office of the Director of National Intelligence (DNI), established in
response to the commissions of inquiry in the aftermath of 9/11, manages the
US intelligence community. Until then, the Central Intelligence Agency (CIA)
had been in charge of the intelligence community. The new body was given
the authority to formulate the intelligence policy of the United States, direct
the intelligence program and its budget, make recommendations for senior
appointments in the intelligence agencies, and establish joint intelligence
service teams. The DNI advances programs to increase jointness among
the US intelligence bodies and promotes standards to ensure synchronicity
among them. For example, the DNI promoted jointness in its “500 Day Plan:
Integration and Collaboration” from 2007. The plan’s stated objective was
to strengthen the principles of jointness within the American intelligence
community in several ways. The plan was written as part of implementing
the American national intelligence strategy; it presents jointness and system
integration as key organizational objectives and is updated every few years.

It defines jointness as a multiplier force that is essential to the functioning of
all realms of intelligence activity (information technology, language, analysis, assessment, and more). The plan discusses the creation of community-wide standards for disseminating information and documents, information security, and accessibility to sources, while it also proposes the construction of a shared, uniform interface for extracting and working with pieces of information.

Another principle that the DNI promotes, also mentioned in US intelligence strategy publications, is “mission-driven intelligence workforces.” This principle acknowledges that the mission should determine the structures by which the intelligence activity should be organized, and not allow any formal distinction between areas of expertise and organizations to foil the reorganization or the creation of an integrative, mission-driven setting. This principle stresses the need for deciding on community-wide missions as an organizing principle and as the basis for joint planning and execution, while taking optimal advantage of the resources and capabilities of each organization and reducing any obstacles based on organizational differences.

As in the United States, Israel’s intelligence organizations also seek to promote jointness and break down barriers. A key step in this direction was the 2007 establishment of an operating division in the IDF’s intelligence branch—a modern reincarnation of the intelligence-gathering platoon—as a result of the lessons of the Second Lebanon War. The purpose of this division is to create better lines of communication between the various intelligence systems in the IDF’s Military Intelligence Directorate, as well as between intelligence in general and the various operational field echelons. The operating division is meant to serve as a kind of operational command center for all the entities in the intelligence branch. It was given the authority to direct the special operational units subordinate to the Military Intelligence Directorate, allocate intelligence-gathering resources based on changing situational assessments, and steer joint processes. The lessons of the Second Lebanon War caused the division to formulate a new understanding of compartmentalization, which allows faster and better assimilation of intelligence among the fighting forces. Training is another sphere that helps to promote jointness. For example, in the late 1970s, the IDF began a senior intra-service intelligence course whose primary purpose was to encourage cooperation by bringing together the senior members of the intelligence community. In recent years, the course has been thoroughly revamped and now focuses on creating and enabling
Jointness, both within the senior management and command echelons, as well as within the professional fields.  

The technological transformations in the cyber era have affected greatly the ecology necessary to maintain jointness among the various intelligence services. The changes that have occurred in management and information systems have provided the intelligence community with new challenges and opportunities. This is manifested by new modes of interaction and discourse among analysts and intelligence gatherers, such as the Wiki platforms, based on the Wikipedia model—an open encyclopedia in which users create and edit entries and contribute their expertise—or social media-based platforms, in which a variety of parties concerned with a certain issue can discuss and contribute their own interpretations and insights. The discourse within the intelligence social network neutralizes any obstacles that are related to the participants’ organizational memberships or ranks, which usually have considerable influence in other non-networked discourses. In this context, American researchers have proposed the concept of a “shared intelligence environment” that has characteristics of social media, including virtual meetings, shared writing, and working on “living” or “dynamic” documents (documents that are continually edited and updated), blogs, and so forth.

**Jointness Models in the Intelligence Community: American and Israeli Case Histories**

**Presenting the Typology**

As shown by Diagram 4 below, jointness models in intelligence may be characterized by two variables: the operational environment and the conceptual core. The first variable, the operational environment, can be described by an axis where one end represents a pure intelligence-operating environment, and the other end represents a mixed or multi-entity operating environment in which intelligence is only one of the players. A purely intelligence-operating environment relies upon intelligence methodology and concepts, while compartmentalization is limited or non-existent. In contrast, a mixed operating environment, in which intelligence is one of many entities, employs various methodologies and is characterized by different organizational identities. Intelligence is then required to adapt to different, external rules, adjust itself conceptually and operationally, and adhere to the rules of compartmentalization. The second variable—the conceptual core—
can also be described by an axis whose one end represents the conceptual idea of jointness and the other—the organizational concept. The intersection of the two axes creates a matrix of four archetypes of intelligence jointness models, as follows:

a. The first archetype represents cognitive jointness, characterized by joint thinking and learning by several players from a variety of intelligence organizations and the formulation of other intelligence concepts.

b. The second archetype also deals with the framework of jointness for thinking and designing the system; in this case, however, the intelligence organizations represent only one of a group of players, while the emphasis is placed on the development of knowledge of the system as a whole.

c. The third archetype represents intra-intelligence jointness, which takes place among those who engage in research, information gathering, cyberspace, and technology. This jointness relates to the crux of intelligence work and enables intelligence to gain the most from its capabilities.

d. The fourth archetype represents jointness between intelligence and non-intelligence systems and organizations.

This essay will expand upon the latter two archetypes.

Diagram 4: Typology of Jointness Models
Examples of Jointness in Intelligence
Many examples of joint intelligence settings can be found within the American intelligence community. Well covered in the research, the National Counter Terrorism Center (NCTC) was established at the recommendation of the Commission of Inquiry on 9/11. The commission had to deal with the need for integrative intelligence assessments of various terrorist threats and for research settings that would collect the various assessments of the different entities within the American intelligence community. The NCTC represents the understanding that terrorism is a unique battlefield that integrates the internal and the external and that only an integrative intelligence community can foil terrorism, unlike the divisive nature that had characterized the US intelligence agencies until then.

The NCTC includes a large division for intelligence research, which are divided into branches corresponding to different arenas of threat. Each branch consists of representatives from several American espionage agencies. The NCTC receives the raw intelligence produced by each of the espionage agencies, and its researchers must construct comprehensive, holistic assessments of the various terrorist threats. A study written by a CIA researcher, who had worked for the NCTC for about two years, indicates that the NCTC’s prestige and status are not on par with the other organizations whose representatives work with the NCTC; the inferior position of the NCTC is the result of the organizational and political environment in which it operates. Over the years, veteran espionage organizations such as the CIA have nurtured a tradition of organizational pride that furthers intra-organizational excellence, but makes jointness with other external espionage agencies difficult. As a result, employees from different espionage agencies that go to work with the NCTC tend to carefully guard their original organizational identity.

Lately, the CIA has undergone comprehensive structural change, leading to the establishment of ten geographical and topical mission centers; in each center, representatives of all the intelligence professions (covert operations, research, technology, and so forth) are active. This change is an example of a new architecture of intelligence organizations, given the need for an integrative approach for dealing with the current intelligence challenges; it is not an example of inter-organization jointness, but rather of intra-organizational jointness.
Fusion Centers: Jointness Between Intelligence and Government and Civilian Sectors

Fusion centers are situation rooms that connect the activities of government and intelligence branches and serve government authorities in various states. In the United States, fusion centers operate in conjunction with the civil sector and different government departments as part of the effort to prevent terrorism, crime, and disasters. In the decade after 9/11, ten fusion centers were established in the United States operating at the regional, state, and federal levels. These centers are subordinate to the Department of Homeland Security (DHS) and include representatives from government agencies, the private sector, and sometimes also the military. All centers have representatives from at least one US intelligence agency, in addition to the legal system, the police and FBI, local government authorities, authorities operating national infrastructures, and the private business sector; the presence of parties from the private sector is meant to give the fusion centers access to private company data. The centers receive information from a variety of sources and create integrative situational assessments, allowing them to deter, foil, warn about, and study different terrorist threats mostly at the state level. By integrating data from a broad array of intelligence, legal, and government sources, the centers are able to make assessments and periodically publish documents. When there is an ongoing incident, fusion centers are responsible for supporting the operational authorities by supplying relevant information and by connecting the various authorities.

The idea behind the fusion centers was to integrate the capabilities of the various government branches, based on the understanding that confronting terrorism and crime is possible only through an integrative effort. Nevertheless, in the past decade the fusion centers have come under criticism, and commissions of inquiry have been established to examine their activities. The criticism has focused on the low professional level of some of the reports produced by the centers, which flooded the US intelligence community and the DHS with information about civilian activity that had nothing to do with terrorism. Another problem, which was mentioned in several fusion center reports, has been the low level of trust among the team members of the various fusion centers. One of the reasons for this state of affairs is the limitation on the use of highly classified materials, which are generally revealed only to members of the intelligence community.
Jointness Between Intelligence and Operational Units

Unlike the fusion centers, the intelligence-operational interface concerns operational and intelligence processes on the battlefield. This interface occurs at the stages of intelligence gathering, processing, and analysis, as well as during the operational mission itself. The presence of intelligence in or near the sphere of operations connects it to the real world and assists in producing information that is relevant to carrying out an operation and in comprehending the intelligence gathered by the forces before and during the fighting.

The American Case

In the US army, Joint Inter-Agencies Task Forces (JIATFs) have been established in order to improve the ability of US intelligence and defense systems to confront armed militias and terrorist cells that are embedded in civilian surroundings. The teams are composed of representatives from several intelligence agencies and operational and administrative units who were present in areas where the US army operated; the idea of the JIATFs relates both to headquarters and field settings. The working assumption in the creation of the JIATFs is that no single agency can provide a full and reliable assessments of armed terrorist groups and cells. One of the parties of a JIATF must serve as mission leader, and this person is given the authority to manage the activity. The size of the agency represented or the scope of that agency’s contribution to the mission at hand determines who leads the mission, based on the assumption that the size of the contribution or the organization’s importance confers legitimacy and validity for leading the joint team.

Evidence of successful activities of JIATFs can be found in Bosnia and Iraq where jointness made it possible to identify terrorist cells and foil attacks. An analysis of the activity of the teams in these regions demonstrates that the joint presence of representatives from different intelligence and army units in highly dangerous conditions far from their home bases was the key factor that removed the psychological obstacles and generated an atmosphere of openness and cooperation. The smaller the JIATFs were, the greater the intimacy that was created, and this allowed for efficient working processes and more significant outcomes.
The Israeli Test Case: Confronting Palestinian Terrorism

Since the early 2000s, Israel’s military intelligence and the General Security Service (GSS; in Hebrew, known as the Shin Bet) have stood at the forefront of the battle against Palestinian terrorism. The crisis that Israel experienced in facing the suicide terrorists during the Second Intifada led to the development of highly effective intelligence and operational jointness, which since then has been used in routine times and war. During the long years of confrontation with the Palestinians, Israel’s military intelligence transformed from being charged with helping in decision making to formulating strategy and shaping military campaigns and being a significant operational tool, which focused primarily on “completing the circle,” or retaliation as a response to terror.

The concept that prevailed within the Israeli intelligence community in the 1990s for regulating relations between the Military Intelligence Directorate and the GSS was the “Magna Carta.” To a great extent, one can view the “Magna Carta” as the reverse of the jointness approach, because it drew clear lines of responsibility between the intelligence services and defined spheres of activity and authority, leaving almost no room for joint action. After a few years of fighting terrorism together, in a period described as “years of mass arrests and targeted assassinations,” the institutions of the intelligence community, especially the Military Intelligence Directorate and the GSS, grew closer to one another; an atmosphere of trust and intimacy ensued, quite distinct from the atmosphere of disagreement that had characterized their earlier relationship.

Yuval Diskin, then deputy head of the GSS, pioneered the concept of “joint prevention conception,” the purpose of which was to maximize intelligence and operational capabilities in order to engage in targeted killings. Under his leadership, the GSS did away with the compartmentalization that had separated the organization’s geographical units because terrorist organizations crossed geographical borders and therefore a more comprehensive approach to the entire Palestinian system was necessary. Diskin also promoted channels of dialogue and coordination with Unit 8200 of the Intelligence Corps, which is responsible for collecting signals intelligence (SIGINT), and integrated its representatives in the GSS’s geographical control rooms so that SIGINT could be employed for operational closure. He acted similarly with IDF operational units in the West Bank and Gaza Strip and with the Israeli Air Force.
Removing the barriers that were created by compartmentalization and creating a joint presence in command and control rooms not only led to an atmosphere of trust and openness, but also to a common language that helped to develop and forge a consciousness of jointness in the different organizations. The joining of forces within the internal environment of the intelligence agencies and in the external environment between intelligence organizations and operational units made it possible to achieve new operational goals. At a later stage, the Military Intelligence Directorate and the GSS succeeded in developing jointness at a very high level, based on fusing information from among all the intelligence gathering and research agencies. The last three rounds of fighting in the Gaza Strip (2009, 2012, and 2014) were good examples of inter-organizational jointness, which enabled information to be shared so that a high level, large “bank of targets” could be created.\textsuperscript{55} Another expression of jointness between intelligence bodies and operational-fighting units is the “canopy of fire” project—the IDF’s version of the targeted assassination model developed by the GSS. In the context of that project, parties in both intelligence and the Israeli Artillery Corps or the Air Force operate in joint attack units to foil rocket launching and anti-tank cells and to thwart the penetration of terrorists into Israel.\textsuperscript{56}

**Conclusions and Insights**

The recent decades have witnessed significant changes in the concept of jointness and its practical application. At the beginning of the twenty-first century, jointness became an important tool of intelligence communities, as a result of changes to the security environment in which they operate, the intelligence challenges and the subsequent crises that affected them, in addition to the technological and cultural transformations.

Jointness describes a complex, multi-dimensional interface between entities; at its core are processes of learning at different levels, which are facilitated by a particular organizational ecology. The understanding that many working environments can be more relevant and effective thanks to the interface of jointness is not intuitive; furthermore, jointness is possible only when organizations concede some of their authority and share responsibility with others. The challenges that the organizations faced and the crises that hit them as a result revealed gaps in their relevance, which in turn, generated a willingness to engage in jointness.
This essay surveyed the theoretical and practical development of the jointness approach, distinguished between cognitive jointness and organizational jointness, and examined the interrelations and connections between them and the types of learning. The matrix created by the intersection of the axes of the two variables (the operational environment and the conceptual core) makes it possible to identify and define four archetypes or models of jointness, which the essay analyzed, using several cases studies from both the United States and Israel.

Jointness is not a magical solution; it has not proven to be the best organizational solution in every situation in which it has been tried. Test cases also show that jointness is not always properly applied. Its success depends on several components, which, when viewed together, can be referred to as the organizational ecology. The most prominent component is organizational freedom, and creating a space in which it is possible and even recommended to give autonomy to the various players. This autonomy allows for flexibility and creativity, even if it means straying from familiar working methods. Furthermore, trust among the players is very important for the success of the interfaces. Jointness among various members of a single intelligence community, and, in particular, jointness between intelligence agencies and external parties, is possible mainly in situations in which intelligence personnel are able to develop expectations of positive behavior from their partners and reduce their concerns about negative behavior. This builds trust, which increases players’ willingness to take chances, including revealing themselves and sharing with each other. The notion of an overarching body (such as the DNI in the United States) that facilitates and generates jointness and can influence the organizational ecology has emerged as important, at least in the context of the American intelligence community. A director of such a body can encourage the creation of a conducive climate for jointness, as well as promote awareness and the values needed for engaging in shared work.

The ultimate manifestation of intelligence jointness is in the multi-arena setting that incorporates intelligence gathering and research bodies. This model represents aspects of both cognitive and organizational jointness, from processes of thinking and learning in its making to the way in which it is realized. In these cases, jointness indicates an understanding that the format of traditional intelligence work that is split among various disciplines needs to be changed to mission- or arena-driven intelligence production.
In conclusion, jointness is a response to some of the key issues that the intelligence communities are currently confronting; adopting the concept of jointness would enable them to provide a better solution to these challenges. At the same time, it is not a panacea that obviates the need for traditional concepts and organizational structures. Realizing jointness in places and contexts where it is needed also requires shared force construction, such as personnel, communications infrastructures, and more, all which form a critical foundation for attaining this objective.
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The United States’ Cyber Warfare History: Implications on Modern Cyber Operational Structures and Policymaking

Omry Haizler

This article will touch upon two main components of the United States’ cybersphere and cyber warfare. First, it will review three cyber incidents during different time periods, as the US infrastructure, mechanisms, and policies were gradually evolving. It will analyze the conceptual, operational, and legislative evolution that led to the current decision-making paradigm and institutional structure of the US cybersphere. Secondly, the paper will examine the procedures and policies of the Intelligence Community (IC), and the US cyber operational structure. It will review the missions and background of the IC and its responsibilities before, during, and after a cyberattack, and will touch upon the IC’s organizational architecture. The paper will also briefly review the current cyber threats in the United States and will elaborate on some of the fundamental strategies and policies that it uses to provide a suitable response. Lastly, it analyzes the cybersphere’s macro-level, addressing the data coordination of the IC’s agencies, as well as the federal, state, and private sector institutions during a cyber crisis.
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History of Cyber Warfare

There are three historical stages of the evolution of cyber warfare: 1) the realization phase during the early era of the internet; 2) the takeoff phase during the interim period of pre- and post- 9/11 in which attacks were still mainly of an information-gathering nature; and 3) the modern militarization phase, during which cyber warfare may cause similar damage to US strategic capabilities and critical infrastructure as a kinetic attack on a colossal level. Figure 1 below describes these stages:¹

<table>
<thead>
<tr>
<th>Stages</th>
<th>Realization</th>
<th>Takeoff</th>
<th>Militarization</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dynamics</td>
<td>Attackers have advantage over defenders</td>
<td>Attackers have advantage over defenders</td>
<td>Attackers have advantage over defenders</td>
</tr>
<tr>
<td>Who Has Capabilities?</td>
<td>United States and few other superpowers</td>
<td>United States and Russia with many small actors</td>
<td>United States, Russia, China, and many more actors with substantial capabilities</td>
</tr>
<tr>
<td>Adversaries</td>
<td>Hackers</td>
<td>Hacktivists, patriot hackers, viruses, and worms</td>
<td>Neo-Hacktivists, espionage agents, malware, national militaries, spies, and their proxies, hacktivists</td>
</tr>
<tr>
<td>US Doctrine</td>
<td>Information warfare</td>
<td>Information operations</td>
<td>Cyber warfare</td>
</tr>
</tbody>
</table>

Figure 1: Phases of Cyber Conflict History

Attacks as Catalyzers for Institutional Evolution

Each of the above periods characterizes a fundamentally different doctrine, both with respect to technological progression and type of threats, and to the administration’s cyber policies at each given time. Certain past attacks embodied future cyber challenges, serving as warning signs to institutions’ vulnerabilities and lack of security. As society’s dependency on technology
increased, the possible ramifications of inefficient security in a specific breach also increased.

1. **Realization—the Morris Worm**

This cyber incident acted as the first wake-up call to the American Intelligence Community (IC), policymakers, and academics. While it was not the first cyberattack on US computer systems—the 1986 Cuckoo’s Egg hack involving the Soviet KGB was the first significant cyber espionage attack—it is widely considered the first large-scale attack, both in terms of the quick phase of events, its scale, and its implications. Launched as a prank from a lab at Cornell University, the Morris Worm was designed to infect as many machines as possible without being detected; the worm crashed 6000 computers—roughly 10 percent of the internet in 1988.² The US Government Accountability Office assessed the damage at $100,000–$10,000,000, illustrating the difficulty of assessing cyberattack damage, a problem prevalent even today.³ Despite the severe ramifications, the incident provided an important warning to the IC, highlighting the potential dangers of highly connected computer networks and the need for institutionalized defensible capabilities and structures in the cybersphere.

The Morris Worm acted as a catalyzer for the first steps towards a more regulated cyberspace and led to dramatic changes, both conceptually and operationally:

*Paradigm Shift:* At the time of the incident, the internet was taking its first substantial steps and was considered a “friendly place,” where everyone knows everyone. The Morris Worm made it clear that some people in cyberspace did not have the best interests in mind; the incident was the first time where cyber innovation shifted from focusing solely on interconnectivity to security concerns.

*Operations:* Established after the Morris Worm incident by the Defense Advanced Research Projects Agency (DARPA) at Carnegie Mellon University, the Computer Emergency Response Team (CERT) demonstrated the shift from ad hoc solutions to professional teams, which were trained and equipped to coordinate events and provide assessments and solutions to a given cyberattack.⁴

*Regulations:* Along with the conceptual shift in cybersecurity, Congress passed several laws in the years following the Morris Worm incident, including
the Electronic Communications Privacy Act of 1986 and the Computer Security Act of 1987 to ensure privacy in cyber domains through legal protections. Additionally, Robert Tappan Morris who created the Morris Worm, was the first person to be convicted under the new Computer Fraud and Abuse Act of 1986.

2. Takeoff—The Moonlight Maze

In 1998, US officials accidentally discovered a pattern of sustained probing of the Pentagon’s computer systems, private universities, NASA, Energy Department, and research labs. Soon they learned that the probing had occurred continually for nearly two years. Thousands of unclassified, yet sensitive documents relating to technologies with military applications had been examined or stolen, including maps of military installations, troop configurations, and military hardware designs. Although the Defense Department traced the trail back to a mainframe computer in the former Soviet Union, the sponsor of the attacks remains unknown. Russia denied any involvement, and the suspicions have never been conclusively proven.

Moonlight Maze is widely considered the first large-scale cyberespionage attack by a well-funded and well-organized state actor. The attack was well planned as the attackers left “backdoors” to enable hackers to penetrate the system at different times, left few traces, and continued for a long time without detection. Moonlight Maze highlighted the increasing role of state authorities in generating, sponsoring, or, at least, passively tolerating sophisticated and far-reaching espionage incidents. Moreover, it stressed the vulnerabilities of the infosphere, in which adversaries could not only cause disruption of service, but also could exploit sensitive information. It emphasized the crucial need for firewalls and encryptions and, above all, the difficulties of identifying and attributing an attack to a specific adversary. Moonlight Maze was an important progression in cyber warfare and cybersecurity due to its implications on future conflicts. It pointed out the future shift in the modern battlefield from a kinetic war—in which enemies have names and physical locations, and in which attacks can be witnessed and assessed—into an asymmetrical warfare with offensive cyber operations, where attacks might be invisible, adversaries are unknown, and damage is hard to quantify. The incident led to dramatic shifts in the US administration’s approach to cybersecurity.
Paradigm Shift: The awareness of terrorist threats and support of counterterrorism initiatives post 9/11 among policymakers were limited. The Moonlight Maze incident caused a rethinking of the US cyber defense strategy, cyber warfare attribution, cyber deterrence, and the current defense of sensitive, non-encrypted networks such as NIPERnet (Non-Secure Internet Protocol Router Network, the Pentagon’s non-classified network). For the first time, political and constitutional questions were raised about security, privacy and notions of active monitoring and possible exposure to transnational threats. Moonlight Maze caused the US agencies and government to realize that clear policies and strategies were needed for asymmetric warfare, the field of future intelligence gathering and espionage, and the technological implications they entail.

Legislative Acts: The Presidential Decision Directive 63 (PDD 63), regarding critical infrastructure protection, was, in part, the result of Moonlight Maze. This was a seminal policy document setting forth roles, responsibilities, and objectives for protecting the nation’s utility, transportation, financial, and other essential infrastructure. The PDD 63 led to two significant strategic implications. One was the creation of the National Incident Protection Center (NIPC), an inter-agency body with the power to safeguard the nation’s civilian and governmental critical infrastructure from computer-based attacks. The second was the creation of the Joint Task Force Computer Network Defense (JTF-CND), a body entrusted with taking the lead in coordinating a response to national cyberattacks and centralizing the defense of military networks.

Operational: Led by the Department of Defense (DoD), incident response mechanisms were built and reporting institutions were established. Military reports would be handled at the local level through Network Operations and Security Centers (NOSCs) under the Defense Information Systems Agency (DISA). Handled as command and control mechanisms, regional CERTs are at the frontline of assessing impact on an individual and regional level. JTF-Computer Network Operations (CNO) and the DISA Global Network Operations and Security Center (GNOSC) are additional factors that expedite channeling of information.

3. Militarization—Stuxnet
The Stuxnet attack is considered one of the most sophisticated malware attacks publicly recorded. Although unverified, many experts argue that only
a nation-state could have created and launched the attack and many media outlets suggested it was a joint Israeli-American operation. Considered as one most impactful cyberattacks involving sovereign countries, the malware damaged Iran’s centrifuges and delayed its uranium enrichment efforts. Once inside the network, it used a variety of mechanisms to propagate to other machines within that network and gain privileges as soon as it had infected those machines. These mechanisms included both known and patched vulnerabilities, as well as four vulnerabilities that were unknown and unpatched when the worm was released (aka “zero-day” exploits). While the international community remains unsure of the source and exact purpose of the virus, the incident raised awareness of networks’ vulnerabilities.

Identified in 2010, Stuxnet’s impact and unclear origin highlight the difficulty in noticing an attack and suggest that at a nation level, it is impossible to fully defend all vital resources. Therefore, it became crucial to understand the dynamics of battle-like situations in modern-age cyber warfare, in which even a colossal attack does not necessarily have an attributed attacker or a trace of any attack at all. This means that in modern non-kinetic battle fields, policymakers realize the effect of an attack (from denial of service to the destruction of a nation’s critical infrastructures) without having a smoking gun or any legal or political tool to fight with. This phenomenon requires legislators and authorities to start formulating response options and detailed protocols now, rather than trying to develop ad hoc options later during a crisis.

The cyber warfare of post-2013 shifted the counterattack approach from an operational level to a strategic-diplomatic one, where policy, international laws, internet governance, and agreements play a significant part in the overly-breached cyber environment. Three substantial internet governance agreements and collaborative efforts have taken place on a multinational level:

a. The United States-China Cyber Agreement: This agreement ensures that neither government “will conduct or knowingly support cyber-enabled theft of intellectual property, including trade secrets or other confidential business information for commercial advantage.” While it is only a basic agreement that does not ensure a safe cyber environment between the two states, its importance stems from the ability to build upon it in future years and act as a gesture of goodwill.
b. The United Nations’ World Summit on the Information Society process (WSIS+10): This summit renewed the Internet Governance Forum (IGF), a venue where member states, civil society, and the private sector debate internet policy, cybersecurity, surveillance, intellectual property, and copyright. Nations have strengthened diplomatic, open channels regarding cyber policy, reiterating their commitment to bridge the digital divide and improve access to information and communications technologies (ICTs), by recognizing the WSIS+10 document.21

c. The Safe Harbor Agreement: This agreement was signed between the US Department of Commerce and the European Union and regulates the way that US companies can export and handle the personal data of European citizens for the first time.22

US Cybersphere Operational Structure
Due to the complexity of coordination, fragmented responsibilities, and overlapping oversight, the multi-faceted cyberspace is saturated with military, think tanks, academia, private sector and government institutions, branches, and offices. At the national level is the Intelligence Community, which has both defensive and offensive capabilities and has the ultimate responsibility in addressing and monitoring modern cyber warfare. Whether it is an attack against military or government offices, or a significant attack against a private institution or critical infrastructure, the IC holds the operational responsibility for all aspects of the United States’ cybersphere.

Established in 1981, the IC is a federation of seventeen US government agencies that work separately and together to conduct intelligence activities.23 Member organizations include intelligence agencies, military intelligence, civilian intelligence, and analysis offices within federal executive departments, all headed by the director of National Intelligence who reports directly to the president.24 While most of the associated agencies are offices or bureaus within federal executive departments, nine of them operate under the Department of Defense, and together spend 85 percent of the total US intelligence funds.

Traditional intelligence gathering relies on a counterterrorism’s intelligence cycle, which includes human intelligence (HUMINT), signals intelligence (SIGINT), imagery intelligence (IMINT), and measurement and signature intelligence (MASINT). While all disciplines are still needed to form an inclusive intelligence assessment, cyber and cryptology capabilities have
gained more recognition as the need for investment in human capital and resources rises and as the world’s reliance on technology increases.

The IC focuses on three aspects of maintaining cybersecurity: organization, detection, and deterrence. Various organizations within the IC pursue different tasks.\textsuperscript{25} The Office of the Director of National Intelligence (ODNI) heads a task force coordinating efforts to identify sources of future cyberattacks. The Department of Homeland Security (DHS) leads the protection of government computer systems. The DoD devises strategies for potential cyber counterattacks. The National Security Agency (NSA) monitors, detects, reports, and responds to cyber threats. The Federal Bureau of Investigation (FBI) leads national efforts to investigate and prosecute cybercrimes. Many other cyber organizations outside the IC’s umbrella address cyber threats, the most prominent of which is the US Cyber Command (USCYBERCOM). During a crisis, the IC assesses intelligence within its seventeen agencies, and then formulates overall intelligence recommendations by the ODNI.

In 2015, James Clapper, the director of National Intelligence who oversees the IC and is responsible for the complex coordination between all the arms of the IC, released a risk-assessment in which cyber threats top the list of global threats,\textsuperscript{26} ahead of physical terrorism for the first time since the attacks of September 11, 2001. Although cyberattacks against the United States are constant and on the rise,\textsuperscript{27} Clapper referred to the possibility of a “cyber Armageddon” (aka “cyber Pearl Harbor,” or “cyber 9/11”)\textsuperscript{28} as currently remote. Rather than a “cyber Armageddon” scenario that debilitates the entire US infrastructure, the IC predicts a different challenge. It foresees an ongoing series of low-to-moderate level cyberattacks from a variety of sources over time, which will impose cumulative costs on US economic competitiveness and national security.\textsuperscript{29} The global proliferation of malicious code increases the risk to American networks, sensitive infrastructure, and data. While a disruptive or destructive cyber operation against a private corporation, an industrial control system, or a defense system requires a potential adversary to have a significant level of expertise to execute it, it does not necessitate state-level financial abilities or world-class operational talent. A given actor, whether a nation-state or a non-state group, can purchase malware, spyware, zero-days, and other capabilities on the black market, and can pay experts to search for vulnerabilities and develop exploits. In a global environment brimming with adversaries, as well as a lack of international cyber laws and
clear regulations, these threats have created a dangerous and uncontrolled market, which serves multiple actors within the international system.\textsuperscript{30}

Despite the increase in cyber activity by non-state actors, top US intelligence officials still believe that state actors are the greatest threat in cyberspace to US interests. The IC identifies several potential actors who may cause a cyber crisis, including nation-states with highly sophisticated cyber programs, such as Russia or China;\textsuperscript{31} nations with lesser technical capabilities, but possibly more disruptive intent, such as Iran or North Korea; non-state actors with accessibility to significant resources and motivation to create cyber chaos; and profit-motivated criminals and ideologically-motivated hackers or extremists.

The various possible targets include:

a. The Private sector: This sector is identified not only as a victim of cyberattacks, but also as a participant in investigations and attribution. Given the importance of financial institutions (e.g., Goldman Sachs) to the economy in their dependency on technology, this sector is an important field to defend in case of a serious attack.\textsuperscript{32}

b. Critical infrastructure: The critical infrastructure—the physical and virtual assets, systems, and networks vital to national and economic security, health, and safety—is vulnerable to cyberattacks by foreign governments, criminal entities, and lone actors. A large-scale attack could temporarily halt the supply of water, electricity, and gas; hinder transportation and communications; and cripple financial institutions.\textsuperscript{33}

c. Government: Penetrating the US national decision-making apparatus and Intelligence Community will remain primary objectives for foreign intelligence entities. Additionally, the targeting of national security information and proprietary information from US research institutions dealing with defense, energy, finance, dual-use technology, and other areas will be a persistent threat to US interests.\textsuperscript{34}

d. Military and government agencies: These are the front line of both defense and offense, as its infrastructure must defend the entire nation as well as its own resources in case of a full-scale cyber conflict. IC assumes that in a cyber crisis, this “contact-line” will be attacked and damaged.

The Intelligence Community Policies

The IC conducts a variety of intelligence operations on a daily basis. The United States is under constant cyberattack from both state and non-state
actors. On the national intelligence level, being under cyberattack means not only a defensive effort, but also designing various operational options for retaliation. Given its size, the IC interacts and collaborates with agencies on the operational level (military, DoD, DHS) and the state and federal level (private sector on a large scale, Department of State, White House).

The IC’s strategic preparation goals include:

a. Building and maintaining ready forces and capabilities to conduct cyberspace operations;
b. Defending its own information network, securing data, and mitigating risks to missions;
c. Preparing to defend US homeland and US vital interests against disruptive or destructive cyberattacks of significant consequence;
d. Building and maintaining viable cyber options and planning to use those options to control conflict escalation and to actively extract information to prepare “target banks”;
e. Building and maintaining robust international alliances and partnerships to deter shared threats and increase international security and stability.

IC’s policy of cyberattack response is as follows:

a. Identifying attacks: As part of the modern cyber battlefield, sophisticated attackers will attempt to conceal the attack. Just as in a conventional conflict, intelligence is needed to prepare the battle ground and accurately assess the probability of success and utility for any kind of operation.
b. Informing: Although the IC has significant offensive abilities, its main role is to assess, inform, and report. The IC must inform the operational arms it collaborates with and the State Department. That is, under attack, the IC’s success is measured by the precautions it gave prior to the attack and by its responsiveness, communication, and guidance during the attack.
c. Providing options: The IC must provide a set of options to decision makers and enable strategic flexibility by providing valuable information. The IC administers guidance during attack and provides strategic-operational and political leeway with its recommendations and intelligence assessment.
d. Damage Assessment: Unlike the conventional battlefield, a cyberattack may be hard to detect at times, even if it is a large-scale attack. The IC must assess the damage caused so that it can provide policymakers with the ability to retaliate in a measurable manner. This does not necessarily require operational efforts during an attack, but rather assessment,
coordination, and information-sharing with other offices so that there is an efficient flow of information.

**Multidimensional Cyber Response**

The IC’s role overlaps in many ways with different institutions, governmental departments, and military units, many of which is out of its jurisdiction. While it does not singularly have responsibility for cyber response at the national or state level, the IC demands a complex chain of information flow and hierarchy. Other institutions that provide cyber responses are:

a. **Department of Homeland Security:** As part of its role to protect the United States’ territories and respond to terrorist attacks, man-made accidents, and natural disasters, the DHS is in charge of Coast Guard Intelligence (CGI) and the Office of Intelligence and Analysis (I&A). The latter is responsible for managing the collection, analysis, and fusion of intelligence. The Office of I&A disseminates intelligence throughout the DHS and to the other members of the IC community, and is the first responder at the state, local, and tribal levels. The ODNI is responsible for an efficient information flow between the rest of the intelligence community and the DHS in order to create synergy of information during a cyberattack.

b. **Department of Defense (DoD):** Considered the focal point for the intelligence community’s operational source and leading nine of its agencies, including the NSA, the DoD is the ODNI’s main source of cyber intelligence. As such, the Director of National Intelligence (DNI) often reports to decision makers and the White House based on the intelligence received from the DoD. In addition, the NSA and CYBERCOM, led by Admiral Michael Rogers, and the DNI, work closely together during an attack. It is necessary that the operational data stream be processed through the ODNI and received as policy recommendations at the federal level.

c. **State Department:** The government is dependent on the IC during a cyber crisis. Unlike in conventional conflicts, it is safe to assume that decision makers often do not know what has happened and do not know the origin of an attack in a cyber crisis scenario. It is up to the IC to provide an intelligence assessment in a timely manner and to pass on the data. Small centers that are trusted to evaluate and coordinate serve as liaisons between state institutions and the cyber intelligence field, such as the National Cybersecurity and Communications Integration Center...
(NCCIC), the United States Computer Emergency Readiness Team (US-CERT), and the Cyber Threat Intelligence Integration Center (CTIIC). Stationed in the Office of the Director of National Intelligence, the latter will mirror the efforts and assessments for counterterrorism information sharing during cyberattacks.38
d. Private Sector: Infrastructure cyber breaches and attacks have been defined as the number one threat of the United States in 2015 by the DNI. The Information Sharing and Analysis Center (ISAC) is the main actor in overseeing private sector cyber threats, as ISAC assists federal and local governments with information pertaining to cyber threats. Private sector cyber crises may affect national interests (e.g., the Sony incident), and thus, in collaboration with DHS, Department of State, and the FBI, the private sector demands that an operational intelligence approach be taken at the national level.

Conclusions
The history of cyber warfare poses many lessons, and may indicate the progression and direction of the cybersphere, as well as the comprehensive attention required by the field at all levels. Cyber warfare’s natural evolution is an important tool to assess mistakes and project the future of the infosphere, privacy regulations, cyber espionage, and cybersecurity needs. Policymakers are addressing the cybersphere today more seriously than ever before, and institutions at all levels are directing substantial resources to address cyber threats. Intelligence agencies constantly are perfecting their defensive and offensive cyber capabilities. Private institutions, especially in the fields of medicine, finance, critical infrastructure, and energy, in addition to data-driven corporations, allocate more resources and human power to data protection and cybersecurity than ever before. Lastly, the American government is aware of the risks to its own networks, and while breaches are more common than ever, investments to nurture a more defensible cyber space are at an all-time peak.

There are several fundamental policy realizations at the international level. Most policymakers and legislators do not have a comprehensive capacity to address international cyberattacks. For example, there is not an all-inclusive definition for “acts of war” in the non-kinetic sphere, and the existing definitions are unclear and not shared and agreed upon at the international
level. Moreover, retaliation mechanisms for a financial cyber crisis are not in place, preventing nation-states from attributing large-scale attacks to specific attackers and allowing other actors to avoid accountability. International collaboration at all levels, especially in the financial, diplomatic, and the judiciary fronts, are in need, as a lack of collaboration may prevent a stable foundation upon which accountability mechanisms can be formed. Despite the growing multisector investments in cybersecurity, more sophisticated attacks have taken place in the last three years than previously. Therefore, it appears that only multinational, substantial, and binding cyber agreements and progressive internet governance legislation will allow for a substantially safer cybersphere.

On the security front, the IC forms narrative and operational recommendations to policymakers, due to its coordination ability and vast jurisdiction. The biggest challenge during a cyberattack is to identify and connect the different dots for generating a responsible and measurable response. Without a body like the IC, the abundance of data would get lost in a maze of information. Just like in a kinetic battlefield, the defense line will eventually be penetrated, given a persistent attacker. Unlike the classic battlefield, however, a given cyberattack may not be seen, attribution may not be plausible, and the impact may not be noticeable. Cyber terrorism may become a growing concern with time and may require greater international intelligence collaborations than ever. Internal national intelligence security agencies may be forced to change disciplines and shift their strategic attention. It is thus plausible to project that in the future, nuclear weapons will no longer be the ultimate and greatest threat.
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Lessons Learned from the “Viral Caliphate”: Viral Effect as a New PSYOPS Tool?

Miron Lakomy

This paper aims to analyze still unnoticed aspects of the so-called Islamic State’s cyber jihadist campaign in order to indicate its potential utility for state-sponsored information warfare. To begin with, it tends to present the most important features of the “Islamic Caliphate’s” online campaign, which aims to generate the “viral effect.” Moreover, the paper attempts to provide an overview of earlier military conflicts, in which the viral effect could be noticed. And finally, based on these considerations, it answers the question how viral marketing methods and mechanisms can be used as viable tools in psychological operations.
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Introduction

Information warfare\(^1\) is becoming an increasingly important aspect of contemporary military conflicts.\(^2\) As many recent examples have proven, the manipulation of information is frequently critical to gaining an advantage over the enemy.\(^3\) One method of doing this is through the use of psychological operations (PSYOPS),\(^4\) which aims to influence attitudes and the behavior of hostile populations, counter enemy propaganda and disinformation, and establish credibility among the people targeted. Until the end of the Cold War,
these goals were usually reached through various, but rather unsophisticated methods such as loudspeakers, leaflet drops, radio programming, comic books, posters, and TV spots and bulletins. A new era of information warfare emerged at the end of the twentieth century with the worldwide propagation of the Internet. Cyberspace, being a new domain of multidimensional human activities, proved to have multiple unique features, which enabled new kinds of offensive and defensive information operations. The most fundamental of these operations was accurately described by W. Tecumseh Fitch: “When I consider the effect of the Internet on my thought, I keep coming back to the same metaphor. What makes the Internet fundamentally new is the many-to-many typology of connection it allows. Suddenly any two Internet-equipped humans can transfer essential information, flexibly and efficiently. We can transfer words, code, equations, music, or video anytime to anyone, essentially for free.”

It is well known that the use of cyberspace for information warfare is not a new phenomenon. Many early examples such as the US intervention in Iraq or the Caucasus war in 2008 indicated that cyber propaganda usually rested on adapting the means of traditional PSYOPS to the electronic environment. Instead of leaflets and loudspeakers, they frequently utilized poorly designed spam in the form of e-mails or website comments. Posters were transformed into banners and messages that were posted on defaced websites and social media sites. TV bulletins emerged as videos that were released via popular hosting services such as YouTube or LiveLeak. Currently, cyberspace is characterized by its massiveness (more than 3.3 billion Internet users in 2016) and its interconnectedness, which—along with the dominance of mobile devices—open much more unique and sophisticated possibilities for propaganda sensu largo. This has already been realized and utilized by the so-called Islamic State (IS); its spectacular cyber jihadist campaign, initiated in 2014, now has the group’s major goals echoing around the world. As Christina Schori Liang put it, “IS has brought cyber jihad to a whole new level . . . This highly successful campaign is an effective tool for psychological operations and for recruitment.” Naturally, its online activities have become the object of extensive scientific studies. It is therefore surprising that academics have not yet observed that in order to increase its efficiency, IS propaganda exploits techniques and mechanisms specific to viral marketing.
In this context, this study has three goals. First, this study will present the most important features of the “Islamic Caliphate’s” online campaign, which generate the “viral effect.” Second, this study will provide an overview of earlier military conflicts, in which the viral effect could be spotted. Third, based on these considerations, this study will answer how viral marketing methods and mechanisms can be used as viable tools in psychological operations. To summarize, the paper aims to analyze still unnoticed aspects of the IS cyber jihadist campaign in order to indicate its potential utility for state-sponsored information warfare. To achieve these objectives, the paper has been divided into three sections. The first section attempts to characterize the phenomenon of the viral effect from the perspective of its potential usability for psychological operations. The second section presents a short overview of conflicts in which propaganda went viral. Finally, the last part focuses on the “viral caliphate,” i.e., the reasons why the viral effect is so evident in IS’s cyber jihadist activities.

**Defining the Viral Effect**

The viral effect is a subject of in-depth marketing research, which has discovered that cyberspace enables the development of the well-known mechanism “word-of-mouth.” It can be defined as the use of influencers “to generate peer-to-peer product recommendations or buzz.” Historically, word-of-mouth was strictly dependent on direct, physical contact between peers, which limited its geographical coverage and message proliferation rate. In the information revolution era, word-of-mouth has evolved into viral marketing, which is defined by Maria Woerndl and others as “the transmission of marketing messages through various Internet-based channels by peers. During these transmissions, information passes between individuals without the involvement of the original message source, propagating like a virus would have done, infecting the hosts.” Viral marketing techniques therefore aim to incite the “viral effect,” which can be broadly defined as a process of the exponential proliferation of a message online, in which individuals “infected” by its content share it with their peers through their electronic environment. The form of such a message varies, starting from simple e-mails, websites, pictures (e.g., “memes”), to games, videos, music, and documents. In principle, almost any form of uncommon content under appropriate conditions may inspire individuals to propagate it among their
friends, associates, and family. The term “viral marketing” was coined by Steve Jurvetson and Tim Draper to describe the dynamic expansion of Hotmail in 1996, which had advertised its services in the outgoing e-mails of its users. It had allowed the company to grow twenty-four times larger over a one-year period.\textsuperscript{14} In the twenty-first century, viral marketing techniques have focused mostly on the use of short, interesting, and unconventional videos. One of the first advertisement campaigns to do so was by the blender manufacturer, BlendTec, which had prepared a series of online videos entitled “Will it blend?” It presented tests of its products using unusual items, such as expensive smartphones, wooden boards or watches. This unique approach to advertising hit the mark, as the series went viral. BlendTec’s YouTube account quickly became very popular (200,000 subscribers in 2009) and retail sales jumped by 700 percent.\textsuperscript{15} Since then, many companies have tried to use viral marketing techniques; however, very few have succeeded. The Red Bull Space Jump, Old Spice’s “I’m on a Horse,” and the LG Elevator Prank are worth mentioning.\textsuperscript{16}

The viral effect is not only limited to professional advertisements; the same mechanics are exploited by hobbyists and amateurs. In fact, a large part of the “going viral” content is created purely “for fun” and not for profit, released on social media, such as YouTube, Facebook, Reddit, Twitter, Instagram, Tumblr or their national equivalents (e.g., VKontakte). Most involve random, usually ridiculous, interesting, unusual, emotional or appalling events and situations, which attract the interest of the netizens who are ultimately responsible for their further propagation among their peers. Others contain unusual references to mass culture.\textsuperscript{17}

In this context, it must be emphasized that the features that constitute the viral effect could theoretically be used to increase the scope and efficiency of psychological operations. To begin with, the viral effect ensures the fast and exponential proliferation of messages, reaching diverse groups due to the specificity of multilayered interactions in social media. This is impossible with traditional PSYOP methods in cyberspace. Moreover, going viral is also elusive and inexpensive in nature as the transmission of messages depends strictly on the receivers, who are always important for online propaganda during military conflicts.\textsuperscript{18} Finally, viral marketing methods, compared to both traditional advertising and classic PSYOP techniques, can also be seen
as less interruptive and more credible, thus limiting the possible negative effects of a propaganda campaign.\textsuperscript{19}

In order to increase the chances of the occurrence of the viral effect in PSYOPS, a number of conditions should be considered. To start with, its appearance is dependent on the content of the message, which needs to be presented in an easily receivable, interesting, and unconventional form. Humor, violence, and sexuality are usually the themes that can influence individuals to transmit the message, as they are the easiest way to arouse emotions.\textsuperscript{20} This feature is crucial for information warfare, as emotion can “infect” recipients with an idea and encourage them to disseminate it. Furthermore, although the viral effect was successfully tested in Web 1.0, containing mostly static content (“read-only web”),\textsuperscript{21} nowadays it is strictly dependent on the sophisticated use of social networking. Thanks to the popularity of such services as Facebook, Twitter, Instagram or YouTube, and the interconnection (“share” function) that they enable, the message—if interesting enough—can proliferate exponentially and almost instantly reach audiences worldwide. Just one share on a popular social media account may encourage thousands or even millions to click the link.\textsuperscript{22} This is strictly connected to the broader issue of the network topology, which obviously influences the spreading of information. As Romualdo Pastor-Satorras and Alessandro Vespignani stressed, “the typology of the network has a great influence in the overall behavior of epidemic spreading. The connectivity fluctuations of the network play a major role by strongly enhancing the infection’s incidence.”\textsuperscript{23} There is a difference, however, in virus and information proliferation; according to Albert-László Barabási and others, the information spreads purposefully, whereas the virus does not, and thus, it represents a more complex behavior.\textsuperscript{24} Moreover, viral efficiency depends on the level of the information and communications technology (ICT) development of the country/society being targeted. Electronically underdeveloped nations are less susceptible to online propaganda. Simultaneously, societies that are highly dependent on electronic communication pose a more suitable target as the manipulative message will have a bigger chance to actually “go viral,” due to the quantity and quality of online interactions. And finally, the population being targeted may be less keen to use the Internet in an ordinary manner during a crisis or conflict as their interests will be drawn away from everyday online activities. Moreover, audiences may be much more suspicious of unknown online content. Thus,
the viral effect theoretically should be more difficult to achieve. As the Arab Spring experiences suggest, however, even during serious crises, people tend to use electronic communication extensively for information collection or coordination purposes. That is why in most situations, it should still be possible to generate a viral effect that would resonate throughout the targeted societies’ electronic environment.

In summary, viral messages, whether for profit or non-profit, amateur or professional, are unconventional in nature and stand out amongst the plethora of Internet content, which is the key to their popularity. They frequently transgress typical online communication methods, therefore attracting the attention of Internet users. The viral effect refers to appealing to the interest of the Internet users in order to “infect” them with a concept, idea or brand, which then should be transferred to other users through the wide spectrum of social media channels. As a matter of fact, without the use of contemporary social media and various interconnected applications a trend of this scale would be virtually impossible. As a result, viral messages have emerged as a new and powerful phenomenon in online communication. By exploiting emotions and curiosity, they can visibly affect the way Internet users see various issues and act offline, which, in certain circumstances, can be utilized by skillful psychological operations.

**Information Warfare Goes Viral**

Given the aforementioned considerations, it should be noted that the viral effect is nothing new in the online dimension of wars. Since the beginning of the twenty-first century, armed conflicts have been accompanied by cyber propaganda, mostly due to the propagation of mobile devices with cameras—such as smartphones—and the development of Web 2.0 technologies. As a result of these two developments, the Internet became flooded with pictures and movies documenting various wartime events. Naturally some of them proved to be so uncommon that they managed to go viral to various degrees. A few early examples occurred during the US invasion of Iraq in 2003 and the Caucasus war in 2008. The real change, however, began during the Arab Spring, which proved the utility of social media for influencing political attitudes and the morale of populations. Middle Eastern activists in 2011 made extensive use of Web 2.0 tools to organize themselves, promote their political agenda, and inspire populations to revolt against authoritarian
It is therefore not surprising that the same political activists who participated in the Arab Spring revolutions then used their rich experience with social media to conduct propaganda during the subsequent military conflicts. With the scope of new manipulative content released online, the viral effect occurred in a number of interesting cases.

The Libyan civil war in 2011 between the western-backed rebels and Muammar Qaddafi’s regime was the first case in history where social media was used to such an extent that it influenced international public opinion. Soon after the first battles broke out, the Internet was flooded with videos and pictures documenting battles against the Qaddafi regime. These videos and pictures sometimes also contained statements or manipulations aimed at gaining external support. Their technical and substantive sides were usually amateurish. Nonetheless, the viral effect was evident in two cases. The first one concerned the famous “Libyan guitar hero” picture, which quickly proliferated through the various picture-hosting services and contributed to the positive image of the Libyan rebels. Due to the unconventionality of this photo, merging two separate themes—fusillade and music—it was quickly noticed by the media, which also disseminated the message to the West. In effect, the picture may have reached hundreds of thousands of netizens.

The usability of the viral effect for PSYOPS was also confirmed by the death of Muammar Qaddafi in October 2011, which was recorded from several perspectives and released online by the rebels soon after. In just a few hours, videos showing the brutal lynching of the former dictator proliferated across Internet news services and social media. They were also quickly picked up by leading TV stations such as CNN, BBC, and NBC. In effect, at the time, these recordings proved to be the most popular content not only on the Internet, but also in the global media. Dozens of copies of the lynching posted on YouTube alone gathered millions of viewers. For instance, the Al-Jazeera version, released online on October 20, 2011 by the YouTuber user xciter79, was viewed over six million times by 2016. The versions posted by ABC News and Al-Arabiya each were viewed over one million times. The videos presenting Qaddafi’s last moments were played across the world due to the huge viral effect they had incited. The viral effect was possible because these recordings combined a few significant features. They were shocking and contained purely graphic content; yet graphic content alone would not attract people’s attention as the Internet is
full of materials restricted to 18 years and over. Moreover, these recordings presented in detail the death of a widely hated dictator, which in itself was very unusual. Qaddafi’s death also symbolically ended the civil war in Libya, which was closely followed by the international community. To summarize, these factors together created the biggest and the most apparent viral effect during a military conflict to date.

This lesson was quickly learned by the Syrian rebels, who started to post a staggering amount of propaganda online. While the opposition to the Bashar al-Assad regime extensively used the Web 2.0 environment to inspire national and international support, their attempts usually failed as they frequently released videos and pictures presenting their own terrorist activities or war crimes. This ignorance was manifested by a video of rebel commander Abu Sakkar mutilating the corpse of a Syrian soldier and eating his flesh. In theory, as he later explained in an interview with the BBC, he did this to terrify his enemies. In reality, the video actually went viral due to its unparalleled savagery. Its effects, however, were completely the opposite of what they had wanted as it deepened the West’s distrust of the “moderate” rebels.

The viral effect also was apparent in the information warfare during the recent Ukrainian conflict. Although official Russian propaganda focused mostly on traditional media, such as TV stations, radio, and newspapers, Maria Snegovaya noted that hackers, bots, and trolls played an important role in promoting Russian propaganda in the online environment. Pro-Russian propagandists released online manipulative videos and edited pictures throughout social media, such as VKontakte, aimed at spreading fear among Ukrainian society, intimidating western nations, disrupting their perception of events, and promoting the Kremlin’s agenda. Among the plethora of Russian propaganda online, the viral effect strengthened its reach in two evident cases. The first concerned a picture of an alleged Ukrainian soldier incorrectly loading the ammunition of an RPG-7. It was edited by pro-Russian propagandists and released online to ridicule the war effort of Ukraine. The picture was posted on sites such as reddit.com and epicfail.com where they were viewed and shared by thousands of Internet users. The second case was proof that pro-Russian propaganda also had major shortcomings. One of the “documents” released by the Russian-speaking media in cyberspace depicted the mistreatment of Ukrainian POWs in Donetsk. In principle,
its aim was to damage the morale of Ukrainian society; instead, it incited a limited viral effect as it quickly proliferated throughout western Internet news services and social media, becoming a symbol of the brutality and war crimes committed by pro-Kremlin rebels.39

The Case of the “Viral Caliphate”
All of these examples prove three points. Firstly, the viral effect in certain circumstances can accompany psychological operations. Secondly, manipulative content may go viral without any specific intention, as a side effect of ordinary online propaganda activities. Thirdly, the propagandists do not always have any awareness of these mechanisms.

In this context, the viral effect has been used intentionally to increase the efficiency and reach of the most advanced cyber jihadist propaganda campaign ever conducted.40 The case of the Islamic State proves that this terrorist organization has modified traditional cyber jihadist methods to increase the chances of a viral effect occurrence. The responsibility for adapting this approach rests with the dedicated PSYOP cells of the Islamic State—al-Hayat Media Center—which was created in 2014. It is composed of highly skilled professionals, such as computer graphics artists, former musicians,41 cinematographers, editors, and manipulation experts. Despite the fact that little is known about the personnel of this group, their sophisticated and technologically impeccable multimedia products manifest their talents and knowledge. It is known that al-Hayat Media Center has two major goals. First, it attempts to win the general support of Muslim societies around the world, with special emphasis on the Middle East and Europe. This vector is evident in various ways, such as in the recruitment videos inciting audiences to join their ranks or to engage in terrorist activities in the West.42 Second, it seeks to intimidate and confuse western societies. This vector is usually based on graphic releases presenting barbarous atrocities committed by IS members. However, as Gabi Siboni, Daniel Cohen, and Tal Koren argue, the widely publicized beheadings can also be considered part of IS’s strategy targeting Muslim populations. They argue that “it is a source of attraction for potential recruits by appealing to senses of basic Islamic morality within the framework of a return to the fundamentals of early Islam.”43

To reach these objectives, the Islamic State’s propaganda machine planned its actions in cyberspace in ways of maximizing the chances of generating
the viral effect. Several arguments support this statement. First of all, IS’s propaganda campaign is based on extensive and highly sophisticated use of social media.\(^4^4\) In 2014 the number of accounts on Twitter alone that shared IS propaganda ranged from 46,000 to more than 70,000. On average, Twitter accounts supporting the Islamic State had about 1,000 followers each.\(^4^5\) The Islamic State also utilizes other social networks, as well as peer-to-peer applications (Telegram and Surespot) and content-sharing services (JustPaste.it and Archive.org).\(^4^6\) Moreover, they extensively use various video-sharing services, starting from the most popular ones like YouTube, to the more controversial LiveLeak and the Canadian shock site BestGore.com.\(^4^7\) Hence, the scope and the variety of cyber jihadist activities in social media is unprecedented. This is also a key condition in generating the viral effect as social media has many entry points for the Islamic State’s propaganda, thus allowing the swift transmission of messages.

Secondly, the technical side of the Islamic State’s releases is virtually flawless. Their technical level is sometimes even compared to Hollywood movies.\(^4^8\) Production and postproduction equipment and methods used by the al-Hayat Media Center, including videography, editing, computer graphics, sounds effects, and photography are of the highest quality. This was highlighted by Charlie Winter who argued that, “undeniably, the production effort behind Although the Disbelievers Dislike It was formidable. It is clear that the content of the video was carefully considered and the individual (or individuals) who directed it were obvious perfectionists . . . the equipment that IS attempted to keep out from shooting—the cameras, in particular—demonstrates the professionalism of the operation.”\(^4^9\) This is where the uniqueness factor comes in. The technical quality of IS propaganda distinguishes itself from other cyber jihadist productions. There is no comparison between the crude releases of al-Qaeda, al-Shabab or Boko Haram, for example, and the high definition Hollywood-style movies with multilingual translation produced by the Islamic State. Moreover, such productions match the ordinary communication habits of the western audiences. Therefore, both of these issues naturally increase the chances of the viral effect.

In comparison to the majority of cyber jihadist releases, IS frequently adopts unconventional forms of propaganda, which also draw the attention of western citizens. Messages produced by the al-Hayat Media Center frequently refer to cyber or mass culture canons. For instance, one of the
videos exploited a very popular gaming brand.\textsuperscript{50} Other examples include the so-called #mujatweets on Twitter,\textsuperscript{51} extensive use of memes, and the American-stylized \textit{nasheed} music videos. These references frequently are combined with barbarous savagery, such as decapitations or corpse mutilations, which aim to generate extreme emotions. The distinct contrast between properly introduced cyber culture clichés and horrible atrocities is unique among cyber jihadist propaganda. In effect, such a convergence especially seduces youth, more efficiently than the previously dull statements that were released, for example, by Osama bin Laden. Thanks to evident references to mass and cyber culture, targeted audiences can more easily understand and embrace the message, thus enabling the viral mechanism. In summary, terrorist organizations had never before released graphic images and videos, as well as propaganda music in a way that was specifically for the western entertainment sector. This feature naturally attracts the attention of netizens, which is a crucial condition for inciting the viral effect.

The Islamic State combined the trendiest methods of online communication—social media and the most popular apps—with technological advancement, crude savagery, and manipulative sophistication on an unprecedented scale.\textsuperscript{52} This is the key to their great propaganda “success,” symbolized by the scale and proliferation of a series of videos presenting decapitations of western citizens (e.g., James Foley, Steve Sotloff, David Haines, and Alan Henning). These beheadings, published from August 2014 onwards, went viral on a global scale shortly after their initial online release. A few features contributed to their viral effect: the aforementioned technical flawlessness; the sheer brutality they presented; and the sophisticated manipulative content, evident in the statements by the prisoners and by “Jihadi John.” Finally, they all exploited the same video-sharing services, including YouTube, LiveLeak, BestGore, and other social media, which ensured their instant proliferation on the Internet. Basically, they combined the uniqueness factor with professional propagation via multiple social media entry points.

In effect, these beheading videos have become the most successful pieces of viral terrorist propaganda in history. Several arguments support this statement. First, it is difficult to assess exactly how many people have viewed or heard about these videos,\textsuperscript{53} but tens of millions is the lowest possible estimate. This is due to the fact that there were two interconnected proliferation vectors for this campaign. They have gone viral through social
media and video-sharing services. Although administrators frequently deleted the original releases, edited or intact copies proliferated instantly over the web, supposedly due to the activities of unaffiliated netizens. YouTube alone still contains dozens of Islamic State’s censored decapitation recordings viewed by millions of Internet users. The two most popular copies of James Foley’s execution, which were published on YouTube, were viewed almost four million times by May 2016. Its full version posted on LiveLeak has been viewed more than one million times.54

Journalists also quickly spotted these videos. As a result, leading global media, both offline (via TV news) and online (through official YouTube accounts and dedicated websites) released censored and shortened recordings with commentary in hundreds or even thousands of copies. Many also prepared their own reports on the executions, which frequently contained excerpts of the manipulative statements included in the original videos. This trend was visible just after the first release of James Foley’s execution when all the offline and online global media outlets were full of its screenshots, edited recordings, and detailed descriptions. A google video search of the words “James Foley” has about 322,000 hits, frequently related to his execution. It should be emphasized that both these vectors were self-perpetuating. While the media reports increased the curiosity among netizens in the original videos, the popularity of the unedited versions escalated viewers’ interest in successive media reports; thus the media unwittingly contributed to the success of the Islamic State’s PSYOP. Thanks to them, audiences could know what the Islamic State wanted to tell them, even if they did not see the original recordings.

Furthermore, the viral aspect of the IS beheadings is manifested by the popularity of this theme among the blogosphere pundits and amateurs, creating a multitude of content referring to IS atrocities. These include various analyses, commentaries, and even parodies. The scope of this trend is exemplified by the popularity of the YouTube movie, “ISIS Bloopers,” a pastiche of the famous executions prepared by Israeli comedians. Between February 2015 and May 2016, it was viewed more than 5.2 million times.55 The abundance of amateur-made content referring to IS decapitations proves that this “epidemic” factor has really worked. If it had not worked, Internet users would not devote their time and resources to preparing their own materials that mention these events.
It must be stressed that the exposure of millions of western citizens to the unusual IS decapitations, which went viral online and offline and were strengthened by alarming reports from the Middle East and by terrorist attacks in Europe, have contributed to the increasing fear of the Islamic State, especially in the West. The success of the Islamic State’s propaganda is evident in the statistics of the Pew Research Center, which indicate that western societies perceive the Islamic State as the top global security threat.

Conclusions
The activities of the “viral caliphate” pose a serious threat to international security, including, among others, an increased risk of micro terrorism, as well as a deepening fear and confusion among western nations. Therefore, the information security policies of the NATO/EU states aim to quickly suppress this feature of the Islamic State’s cyber strategy.

Paradoxically, the Islamic State’s success also allows several conclusions to be drawn about the usability of the viral effect in psychological operations. Firstly, there is no certainty that a message designed to go viral in PSYOP will ever do so. The tapestry of human relations on various levels in the Internet is too dynamic and elusive to exploit it successfully every time. Designing actions that will meet the constantly changing features of online communication, including varying trends and moods of netizens, is highly problematic. As David Meerman Scott states, “nothing is guaranteed to go viral.” From thousands of IS messages released online in the form of videos, music, statements, banners, and memes, only a few actually have gone “epidemic.”

Secondly, the case of the “viral caliphate” shows how important it is to conduct proper cyber reconnaissance. Adapting a message to the targeted group’s “cyber cultural” background as well as to the level of ICT development increases the chances of the viral effect. Thirdly, PSYOP intending to exploit this effect should use multiple “vectors of attack,” both in terms of content and technology. One message posted online has little chance of going viral. A hundred messages in various forms may sometimes make a difference, as the probability of attracting the audience’s attention will increase. This is understood by the al-Hayat Media Center, which has flooded the Internet with its propaganda. Moreover, these messages should be proliferated throughout a wide range of channels: websites, social media networks, and
other online services, including those that are the most popular among the targeted population.

Fourthly, viral campaign should both precede and coincide with political and military events, which was evident in the aforementioned executions, in which “Jihadi John” referred to President Obama’s statements. Anticipation may minimize the chances of the messages being recognized as hostile propaganda by the targeted populations. At the same time, messages should strictly refer to the most important events for PSYOP. Such a solution may strengthen operational efficiency as it draws attention to messages that are up-to-date and controversial or unusual. This was also done in the infamous execution videos. Fifthly, the case of the “viral caliphate” proves that the message inciting the viral effect should be in compact form and be easily accessible, meaning that it must not require any logins, passwords, web browser add-ons or plug-ins. This is due to the fact that users usually are not keen to log in or install new software in order to familiarize themselves with even the most interesting online content. Moreover, content should be simply named, in a way that will increase the chances of finding it through social media or search engines. In the Web 2.0 environment this also heavily depends on the use of proper hashtags (#), such as IS’s #mujatweets.

And finally, the content of the message should be as intriguing, unconventional, and unique as possible. This does not mean that PSYOP should just copy classic viral marketing techniques frequently based on sexual themes. Instead, humor and violence presented in a unique and unconventional form—both used by the Islamic State—may be the right way to go. Humor may be more elastic, and, if used properly, can spark various reactions from the audiences, both positive and negative. For instance, al-Hayat Media Center frequently mocked the American military effort in the Middle East, using humor as a tool. Violence also may have a different role as it may shock and intimidate recipients; this was carried out perfectly in many of the execution videos posted online by the Islamic State.

In conclusion, the case of the “Islamic Caliphate” and the aforementioned military conflicts suggest that the viral effect can be efficiently exploited by psychological operations in cyberspace. Although it is a highly uncertain tool, with enough deliberation, it is possible to increase the chances of its occurrence and gain outstanding benefits for its creators, as proven by the case of the infamous IS executions.
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Introduction
Since 9/11, intelligence has evolved within a changing atmosphere of modern tactics and techniques for information collection. This atmosphere, coupled with massive leaps in technological advancement—such as social media, mobile communications, processing analytics, large-form solid-state data storage, novel computational hardware, and software equipment—has thrust intelligence communities around the world into a strange new world of multidimensional intelligence. With the implementation of new technologies and their expansion into the public arena, intelligence collection methods—once reserved specifically for governments or major conglomerations—have increased far beyond traditional human intelligence capability. Countering this, however, and setting the stage for the examined tension, is the admission that humans must not be “devolved” from the field of intelligence. No matter how technologically advanced war may become, human assets will remain paramount in some form or other. “Human Intelligence” (HUMINT) should thus always be considered first among equals.

All these advances have been utilized extensively by the intelligence community in the past and now find themselves freely available for public use. Moreover, the more recent controversial revelations involving metadata usage for threat assessment and identification—in short, the entire Snowden affair—can also be included in this encroachment of the technological into the HUMINT sphere. Techniques taught nowadays to university students for conducting rigorous quantitative research (such as mixed-methods software, automatic computer coding, content analysis, text mining, and bootstrapping), in the previous generation would have been hard-to-access technology found almost exclusively within government circles. The incorporation of science and technology into the loosely termed “Technical Intelligence” (TECHINT) has become a major contributor to both data and strategy. While science and technology and human capability remain valuable facets of the same overlapping intelligence construct, an emerging trend sees diametrically opposed camps pushing for one method over the other. This article explains how in terms of field application and intelligence information processing and analysis, both HUMINT and TECHINT are maximized by mutual cooperation that is currently lacking; their forced rivalry must, in our opinion, be eliminated. Most importantly, the failure of developed countries to focus on the TECHINT/HUMINT fusion will create future national security
problems far more complicated and challenging than presently anticipated, especially as other countries around the world seem to be more motivated and accepting of this need for fusion.

**A Snapshot of the TECHINT and HUMINT Relationship**

As can be seen in modern theater tactics, human intelligence collection techniques are still readily employed in intelligence operations. The professional adaptation to newer scientific techniques of collecting information has indeed been challenging. Though advantageous for seasoned and novice collectors alike, there remains a highly-opinionated bias against “purely” scientific methods of information collection. This bias is most pronounced at the operational and field levels where priority is still placed on the value of spontaneous decision-making, which is supposedly unique to human collectors. On the other hand, critics ask whether it is worth risking a combatant when similar information may be collected through the technological advancements so prevalent in today’s modern society: drones, listening devices, sensors, imagery, intranet infiltration, email tracking, and remote computer commandeering. The rivalry fed by these mutual biases runs deep and prevents a much-needed cohesion between the two facets of intelligence gathering.

Perhaps the best way to highlight this tension is the example often praised as the model for TECHINT/HUMINT collaboration: drone usage. While it is true that the validated drone targets were always meant to be established initially by the effective use of human assets on the ground in the target area, the enthusiastic success of the drone program over the years has led to a relaxing of this process. Today, there are numerous TECHINT-validated drone operations on the ground ahead of time. Some parties within the intelligence community have argued that the possible occasional mistaken target is worthy collateral damage in comparison to risking human assets in the field. What is often unsaid is that part of this change in mindset is also an issue of immediacy and convenience: the need for formal HUMINT validation of targets on the ground slows down and limits drone capabilities and usage. Over time, the tendency to maximize TECHINT in such cases has reduced the value placed on HUMINT and lessened the importance of proper TECHINT/HUMINT fusion.
When discussing this rivalry, a so-called knowledge inferiority complex should also be mentioned; any shift away from classic HUMINT toward TECHINT would suddenly place many intelligence professionals on the outside looking in. Worse perhaps, the requirement to upgrade one’s skills from a more traditional HUMINT operative to a TECHINT specialist is likely beyond the learning curve of many seasoned veterans. This aspect of the rivalry is little discussed, possibly seen as the elephant in the room. The “science-phobia” that afflicts many universities in the West (according to which students shy away from highly technical, hard science majors) has been long lamented in terms of its impact on the ability of countries like the United States to stay competitive in the global economy. But this reality also has a deep impact on the technological preparedness of young new cadres of the intelligence community. It is a two-level problem: on the one hand, there is not enough new blood capable of utilizing the tools available for intelligence collection; on the other hand, and perhaps more importantly, there do not seem to be any efforts invested in constructing a connective bridge between these two bodies of intelligence, aiming to intensify their reach and maximize talent capability.

**Human Intelligence: Collection and Information**

The human factor in intelligence collection is as old as war itself. In the field, it is the most readily utilizable and adaptable method for rapidly obtaining, processing, and acting on targets and objectives. The bias in favor of human information collection techniques is most evident among upper-echelon policy generators, but also among veteran field analysts and warfighters. As described in many accounts, soldiers, as “boots on the ground” for informing human intelligence, are vital to winning war. According to Patrick Murphy, former chief engineer for the Defense Advanced Research Projects Agency’s PM Unit of Action Technologies, “we talk a lot about technologies. In the urban warfare setting, you can’t get away from the human. You can’t fight urban without human.” This is especially applicable in the modern warfare theater that intelligence collectors face. The bias favoring HUMINT thus has a great impact on the mindset of those reading the intelligence—the recipients—especially as the intelligence is processed up the information chain to those who enact policy decisions. If there is reticence in relying too heavily on the purely technical capabilities of those who are employed by
the intelligence community, traditional policymakers and government actors (often far older than the intelligence operations agents in the field) might be even more skeptical of over-reliance on information obtained remotely from a machine rather than from a person on the ground.

Collection is only one facet of human intelligence. The information deduced from the intelligence collected is important, as it is responsible not only for formulating policy, but also for altering and developing operational capacities in the field. Human intelligence information often proves crucial for locating and neutralizing adversaries and for allowing expeditious action and reaction in the attainment of national security goals. For example, a 2013 National Public Radio broadcast on women in combat emphasized that many successful night raids in Afghanistan were the result of US servicewomen’s prowess in collecting human intelligence information from Afghani women. Those within the intelligence community who still favor the HUMINT bias would be justified in arguing that this would not have been possible if the command had been more focused on TECHINT capabilities and less ready to engage human operatives in sensitive and dangerous situations.

While some element of the HUMINT bias is undoubtedly based on professional self-preservation, there are still important real-war aspects in modern conflict that heighten the relevance of HUMINT capabilities. The emergence of non-state actors that blend into civilian societies, their integration, and the subsequent confusion around managing to discreetly and explicitly identify combatants and target areas have made the exclusive use of TECHINT without HUMINT messy and chaotic. Advances in drone technology also illustrate this; they are not yet so sophisticated as to allow drones to fly unencumbered and unnoticed into heavily populated civilian areas and to identify and then eliminate individual targets. Hollywood movies may have gone in this direction, much to global entertainment delight, but real-world military capability is not yet there. Paradoxically, HUMINT can therefore be used to make the execution of mission objectives less messy and chaotic. In other words, contemporary modern warfare seems to have some aspects that ultimately make the exclusive use of TECHINT more chaotic and inefficient; the injection of HUMINT into this arena would, in fact, intensify TECHINT success ratios.
Science and Technology: Collection and Information

The employment of purely technological means for intelligence gathering is relatively new. In modern warfare, multiple high-tech devices have been added to the tools of conventional intelligence collection. Whether through email tracing, cyber collection tactics, satellite imagery analysis, or location techniques employed by drones, science and technology have provided a pivotal new capability in modern warfare with obvious technological-scientific benefits for intelligence information. The assessment of the technological capabilities of terrorist groups—for example, whether they can develop and deploy “dirty bombs” or other IEDs—is a task whereby the information is analyzed most efficiently in a rigorously scientific and technological manner. Another of the most valuable benefits of TECHINT is the ability to keep operatives and warfighters out of harm’s way. This benefit, however, also has its critics:

This change from HUMINT oriented activities to a more technological approach through SIGINT fueled criticism immediately following 9/11. A number of commentators, pundits, and national security specialists argued that there was a degradation of CIA human intelligence capabilities over the past few years.

Fears remain that, without human assessment of intelligence collection, subtle nuances in the data could be missed, thus leading to faulty analysis. This always is quickly countered by the idea that TECHINT can come close to being infallible because of its ease of production and the sheer quantity of data it creates. These competing narratives in assessment techniques by end users further exacerbate the antagonism between the two camps and obstruct the much-needed TECHINT and HUMINT synthesis. If this synthesis cannot take place by finding and training people to be adept in both versions of intelligence collection, then efforts should be invested in policies that encourage intelligence agencies to combine their respective emphases more coherently and effectively. Unfortunately, this encouragement has not, to date, been very strong or compelling.

TECHINT vs. HUMINT: The Policy Angle

In the past twenty years, the spawning of the digital age has created an entirely new dimension for intelligence—both in collection and information—further accelerated by 9/11, after which newly-felt American national insecurity
advanced to fever pitch. With the progression of the digital age, however, technology once reserved for agents with top-secret clearance is now available to the masses with simpler, but still powerful versions available for purchase at any computer store—be it encryption, coding, data-mining, the orgy of advanced apps free on any smartphone, or the incalculable amount of dangerous information accessible online at the mere press of a button.

Technology proliferation and transparency have created the means for massive data collection from open sources (OSINT), causing some to argue for limiting the application of HUMINT. Devastatingly for HUMINT proponents, this argument is founded on the dual hits of mission success and asset safety: if TECHINT can get the job done efficiently without human injection, why bother keeping HUMINT operation space so wide and broad?\textsuperscript{10}

The policies that previously governed intelligence collection were far from prepared to handle this new technological OSINT avalanche. The so-called graybeards of classic human intelligence techniques were confronted with a new capability for collecting quantities of information, never experienced before, while managing that onslaught effectively through traditional methods proved problematic. Forming policy in this new atmosphere and with these new capabilities has been a struggle for everyone.

Policy originating in the American intelligence community took advantage of this new scientific and technological power by exceeding the bounds of US civil liberty traditions. With the implementation of bills like the Patriot Act in 2001 and the revelations leaked by Edward Snowden in 2013, it seems that the opportunity to maximize the technical means of surveillance and information gathering is apparently too large a temptation to pass up.\textsuperscript{11}

While it is beyond the scope of this article to examine these decisions either ethically or morally, the important yet underemphasized point in society today is how these new collection capabilities have eaten away at what used to be the exclusive jurisdiction of HUMINT operatives and have intensified the bias against allegedly overpromising and underdelivering TECHINT tools. It cannot be denied that modern and advancing technology allows for greater ease of intrusion into areas and locations that were previously challenging for human agents. In addition, these same technologies aid in the development of constant and long-term surveillance and intelligence gathering. Creating such continuity with exclusively human intelligence agents was previously rather cumbersome, dangerous, and, at times, impossible.
Nobody’s Happy: The Fiscal Dilemma between HUMINT and TECHINT

There has always been an economic element to this debate that is perhaps more important than most participants let on. From a fiscal standpoint for those on the HUMINT side, funding the acquisition and training of a human agent for utilization in the intelligence community can be far more beneficial. For this camp, the multipurpose utility of human agents with their analytical ingenuity and flexibility creates an appealing logic for greater investment than a cold machine that serves only one utility. This basic funding dilemma often breaks down in budgetary discussions, with one side lamenting the lack of funding to support its new “toys,” while the other camp feels disenfranchised from the financial support necessary to keep its core of cadres refreshed, recruited, and reinvigorated. It can indeed be an odd dilemma, as each side is basically arguing that it does not get enough funding while claiming the other side is wasting valuable monies on less efficient practices.

This, of course, flies in the face of the fact that the annual US intelligence budget has consistently increased over the last ten years due, in great part, to the high demand for successful and relevant intelligence and the necessity for resources, both human and technological, to satisfy that demand. However, as technological development is already a large proportion of intelligence expenditure and comes with the risk of obsolescence and inadequacy in relatively short periods of time, there is a bureaucratic drive to compensate for this by focusing on “pliable” resources in the HUMINT realm. The intelligence community’s long-held reputation for operating at the cutting edge of technological research and development results paradoxically in what is, at times, perceived as a massive budgetary imbalance resolved only by abandoning traditional budget alignments. As a result, TECHINT has been gaining unfair financial attention and prioritization compared to investment and support in HUMINT.

This is, however, a greatly flawed approach; budgetary priorities should be balanced effectively so that technological capabilities can benefit fundamental HUMINT techniques and tactics. This might result in reduced risk in terms of human assets being placed in harm’s way while also allowing for far greater fidelity in the intelligence collected and the accuracy of subsequent analysis. Budgetary alignment for TECHINT needs to be established in a way that seeks to further advance and activate the funding given to HUMINT.
The technological battlefield that has been forecast as the war front of the future is both virtual and physical, whether that be with field level operatives utilizing drone capabilities or cyber analysts tracking down an electronic trail; therefore, TECHINT at its maximum efficiency and greatest relevance should be regarded as a crucial advantage for both operations and analysis. To continue the contemporary tendency to prioritize source funding in which technical capabilities are competing against human talent is to hinder intelligence capabilities and further exacerbate an unnecessary rivalry. Funding should focus on research, development, and operational efforts that fuse TECHINT and HUMINT.

Bridging the Gap

In field applications, the end goal of obtaining adequate, accurate, and actionable information is best attained when HUMINT and TECHINT capabilities are combined. Bridging this gap is no easy task as there are few collectors who operate freely within both fields, and analysts and policymakers tend to have their own preferential bias as to which intelligence capability produces the best and most reliable information and thus receives their preferential treatment, whether procedurally, bureaucratically, or financially. With the battlefield ever expanding into cyberspace and technical collection techniques, a fusion of traditional HUMINT techniques with science and technology seems inevitable. This fusion should not occupy the forefront of future intelligence collection, but it should most certainly form the foundation for future recruiting techniques in terms of talent acquisition for the next generation of intelligence personnel. Eliminating prior stigmas and moving beyond dogmas of fear, be they against HUMINT or TECHINT, will be of paramount importance.

First in this effort must be the recognition that humans will never be fully eliminated from the field of intelligence. No matter how technological and scientifically advanced future warfare becomes, it will still rely on human capital in some form. But the employment of scientific tools and technological capabilities to prevent threats to soldiers, increase capabilities, and present field operators with the means necessary to achieve mission goals should be considered an essential accessory to the human agent. Fortunately, the bias keeping these two INTs apart is the result of personal perspectives within the field of intelligence rather than any unsurmountable
innate dichotomy. This personal bias is founded heavily on the inadequacy that veteran operatives, skilled in traditional HUMINT techniques, attribute to the emerging importance of technology. As mentioned earlier, the fear of not being able to acquire the necessary technical skills is not based simply on their desire for job preservation, but rather on a deep philosophical and professional disagreement with how effectively and to what extent TECHINT can replace the unique advantages of human assets in the field. This is yet another reason proper fusion between the two techniques is essential. The key for short- and medium-term progress is obviously not to discard those who do not have or cannot acquire technological talent, but rather to focus on ways in which each becomes competent in the language, approaches, and objectives of the other. In this way, TECHINT and HUMINT will understand how to interact effectively, thus improving the impact of the intelligence produced and best serving national security.

The Fusion Dilemma around the World – A Brief Overview

While, for now, it is largely true that technologically-advanced states experience this self-imposed rivalry to a higher degree, the dilemma between TECHINT and HUMINT is not destined to be limited to highly-developed nations. This is a problem that will undoubtedly evolve further as intelligence practices and cooperation continue to become more of a global norm. With financial and technical resource shortfalls, many less-developed countries are somewhat forced to favor HUMINT in both collection and assessment over the newer methods generated by science and technology.

Countries such as Britain, Australia, Russia, China, and Israel have begun to emphasize TECHINT over HUMINT, as can be seen by using modern intelligence staples such as drones, aerial and satellite surveillance imagery, and other MASINT, SIGINT, and IMINT tools. The same rivalry seen in the United States is likely to be seen in these countries as well, if not already evident. Countries that have progressed technologically tend to create their own internal HUMINT dilemmas within their intelligence communities, simply because scientific innovation will always outpace the ability of its people to keep up. By not finding the necessary synthesis and fusion, a country endangers its own national security, especially when many lesser-advantaged countries are willing to de facto achieve that fusion
through unscrupulous means. A brief examination of UAV (unmanned aerial vehicles) proliferation is a perfect example of this phenomenon.

De Facto Fusion in the Middle East
In 2013 the Israel Defense Forces (IDF) succeeded in destroying a drone that it tracked flying over sensitive military installations and approaching the Dimona nuclear reactor. The drone was unarmed, but operated by agents elsewhere and attempted to relay images back to a home base. The Israelis did not disclose whether the enemy objective had been successful, but they were certain that the drone was not American, Chinese, or Russian, claiming instead that it was an Iranian drone assembled in Lebanon and flown by Hezbollah.\(^\text{15}\) We have referred to this elsewhere as the world’s first “Islamic Crescent drone,” and it signals the transnational nature of drone technology proliferation already in existence.\(^\text{16}\)

In 2013, Iran claimed to have developed both Epic, a drone supposedly designed for both combat and reconnaissance, and Throne, a long-range combat UAV with alleged stealth capabilities. Iran certainly is not shy in its public relations efforts to claim regional dominance in TECHINT.\(^\text{17}\) This should be treated with some skepticism given the Israeli factor; it is doubtful Iran can compete with the technical prowess of the Israeli military and its technical arsenal and thus some of these press releases are probably more for effect rather than actually being effective. Indeed, the general global reaction beyond Israel has been overwhelmingly skeptical. Having said that, there are still important things to consider; it is likely prudent for those who are not in favor of an assertive Iran to ascertain the veracity of its claim that its drones have dual capability—both combat and surveillance/reconnaissance.\(^\text{18}\) Iran also has made bold claims about how it has developed the human capital to competently utilize the technology. This also needs to be verified. Not coincidentally, after these so-called Iranian “achievements,” both Egypt and Saudi Arabia became far more interested in acquiring drones for their militaries and sought the necessary technical and financial investment for developing their own programs and recruiting the right amount of human capital.

The initial pursuit of tactical drones by other countries has up to now been focused much more on strategic global positioning and the projection of power in foreign policy, or at least the possible capacity of that automated
projection. Turkey, however, has a distinctly domestic aspect for its drone pursuits that could provide an extremely dangerous precedent moving forward. While it makes claims about the positive use of drones domestically in order to keep peace and resolve conflict, it seems the more immediate violent use of drones within Turkey is going to be predicated upon the continued destruction of the Kurdish Workers Party (PKK). The Turkish Army has, of course, totally avoided mentioning the PKK by name in connection to its drone policy. It instead has focused more on how effective UAVs can be with border security, urban warfare, and other operational missions. On the surface, there is very little to protest. But when one considers that these issues for years have been code words for PKK unrest, it becomes rather transparent that the deployment of armed drones within the sovereign territory of Turkey is going to be for PKK destruction. This subtle distinction shows how the need to develop human talent alongside technological acquisition is becoming ever more important as drones acquire more uses inside of territorial borders. Simple commercial-military deals like the ones Turkey and Israel had in the past are becoming more layered and spurring the acquiring countries to engage in domestic development for purely domestic security needs. It will be interesting to see how this future develops; we have seen already that there seems to be little in the way of international norms and laws to prevent global operations with armed UAVs when used by major powers like the United States. Will there be even less oversight and global community reaction when smaller powers use weaponized drones for issues taking place within their own borders? If yes, then it means the armed UAV arena moving forward is only getting deadlier with the acquisitions of countries like Turkey.

De Facto Fusion in Greater Asia
If Turkey provides a potential new precedent for armed UAVs in terms of violent domestic uses, then Singapore might also be setting a precedent as well in that it has been surprisingly explicit and direct in its long-term objectives and goals. It has openly declared the simple purchase and acquisition of UAVs from major sellers like Israel as the necessary first step in a long-range strategic plan that demands native-born and domestically-trained personnel to operate drone fleets. This is considered equally crucial, if not the more crucial strategic piece to its national plan. If the Singapore
model, for lack of a better term, becomes more embraced, then the day is drawing near when more countries will be utilizing drone purchases not as the foundation of domestic fleets, but rather as the instigators to develop and evolve native industries and home-grown operators. In other words, Singapore is the country that is the most adamant in declaring its right to achieve expansive drone independence—from construction to militarization to operation capacities. If successful this will signal, if not the end, then certainly a mitigating challenge to the so-called American expertise and technological dominance.

In fact, a possibility exists that other countries within the greater Asia Pacific region will follow the Singapore model and thus create what could end up being the second largest UAV market in the world. (This fact, however, can be argued as statistical trickery: the greater Asia Pacific region as a whole could overtake Israel for second place. But this is conflating all national acquisitions into one whole sum. When Israel is compared to the acquisitions of individual nations of greater Asia, it maintains its solid hold in second place). India, South Korea, North Korea, Malaysia, and Australia are all major actors in the greater Asian UAV market, in addition to the stalwarts of China and Singapore. Perhaps most importantly, every single one of these states have expressed the desire to not just purchase UAVs from other countries, but also to train their own agent cadres and to develop new human capital for militarized drones. These countries are pursuing the TECHINT/HUMINT fusion with greater aggression and ambition and do not feel it necessary to align their national interests to the strategic interests of the United States. Thus, it might not be wise to automatically assume that the United States need only worry about non-allies developing domestic UAV industries; even allies, pursuing their own national interests, could find themselves at odds with American objectives and policies.

This is an important distinction to make which at present is being underemphasized within UAV proliferation debates and discussions: the ability to fuse the power of TECHINT with the agility of HUMINT provides new power projection to countries that were previously limited. The United States and Israel have in the past justifiably maintained supreme confidence in their ability to outpace and outrace any other state’s acquisition and development. But this logic may have been too absolutist: it is not necessary for a lesser rival to perfectly match the technical and human capabilities of
the United States or Israel in order to present real challenges and dangers to their interests. The fusion attempts described above within the drone arena show just how much potential for disaster lies in a relative increase in capability. Absolute equalization is not necessary for damage to be done.

**Changing of the Guard**

Retaining policy focus on the needs and requirements of the soldier, operator, and analyst will result in effective and sustainable evolutionary policy—embracing the growth of the technical field as well as the development of modern human agents—and will advance national security interests on the battlefield and in the intelligence arena. To recognize this need and adapt accordingly are the steps required for the intelligence community of the next generation.

Often the best trained, knowledgeable, and experienced personnel do not move up the rungs of the bureaucratic ladder to become effective policymakers. This lack of realistic field experience in the policymaking arena equates to a lack of successful intelligence prioritization and future innovation. As “purists” continue to dominate policy and budgetary discussions, when it comes to the TECHINT/HUMINT divide, the unnecessary and false division between these two crucially important INTs likely will continue. How do intelligence communities from countries like the United States and Israel develop beyond this? First, they should prioritize the promotion and elevation of those who see the need to integrate TECHINT and HUMINT seamlessly in both operations and policy. The only way to enact substantive change is to let people see that new approaches are being genuinely rewarded. The false dilemma over TECHINT/HUMINT can be overcome if the United States and Israel begin to promote those who see the potential of an integrated approach and produce people who are adept in the relevant tools and methodologies.

Second, the United States and Israel should begin developing their own training and educating organizations in order to produce new specialists who can walk and talk in the language and techniques of both INTs. As embarrassing as it may be to admit, there are numerous examples of this process already taking place around the world with the most obvious rivals being China and the Russian Federation. In this case, following the lead of the “enemy” may not be such a bad idea. Transitional training programs could enable and facilitate present generation intel specialists to follow and
understand the need for this fusion. There is no expectation for non-technically oriented employees to become computer scientists or technical specialists to suddenly become adroit “super spies” in the field. Rather, efforts need to be made to properly enhance and engage communication between the two communities so that they can talk and collaborate, even if each remains relatively non-proficient in the specialization of the other; it is more about facilitating competence than demanding expertise. Surprisingly, the benefit of these approaches so far has been largely overlooked. Not taking seriously the fusion between TECHINT and HUMINT as the future of intelligence means an unspoken and crippling civil war continues forward; what should become an alliance unfortunately and dangerously will remain a rivalry.

Notes
5 Ibid.


18 Crosston, “American UAV Apartheid and the ‘Blowback’ of New Drone Armies.”


Israeli Cyberspace Regulation: A Conceptual Framework, Inherent Challenges, and Normative Recommendations

Gabi Siboni and Ido Sivan-Sevilla

The cybersecurity challenge cuts across fields, sectors, and approaches. This essay presents the fundamentals of the problem, embraces a risk-based approach that perceives the state as society’s risk manager, and overviews the development of regulatory processes in modern societies. The essay then compares how the United States, European Union, and Israel have chosen to confront the cybersecurity challenge and stresses the importance and difficulties of imposing cybersecurity regulation on the civil sector. Finally, the essay explores some possible avenues for progress and suggests some solutions for increasing the resilience of cyberspace in the civic sector.
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Introduction

Cyberspace poses various challenges on decision makers. These challenges stem primarily from the heavy dependence of states and societies on such a vulnerable sphere. While cyberspace enables the flow of information, which, in most cases, leads to economic prosperity, efficiency, and social benefits, it is also a target for national security, criminal, and commercial
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threats. The challenges to the resilience of cyberspace\textsuperscript{1} are rooted in several key factors. First, there is an obvious asymmetry between the minimal obstacles of hackers to penetrate cyberspace and the high costs of defending it. While a successful attack needs only a single vector to advance, defense efforts aspire to cover all possible vulnerabilities. Second, cyberspace relies on outdated communications protocols, allowing attackers a great deal of anonymity and making it difficult for law enforcement agencies to identify the source of the attacks.\textsuperscript{2} Third, cyberspace allows potential attackers to exploit the numerous hardware and software weaknesses and to use existing attack tools that succeeded in previous attacks; this phenomenon accelerates the race to defend oneself, further eroding the security level. The existence of a flourishing market to exploit zero-day weaknesses only stresses this point.\textsuperscript{3} Furthermore, recently it transpired that commercial entities have shared software weaknesses and attacks tools with governments to facilitate spying on citizens and “regime opponents.”\textsuperscript{4}

Fourth, the lack of mechanisms to share information about cyberspace threats and the means of defense employed by commercial companies make it difficult to formulate a collective, proactive effort to prevent cyberattacks. This stems primarily from only partial information sharing and limited transparency of commercial companies in the civic sector,\textsuperscript{5} while both the military and the state sectors fail to do their part. Fifth, there is a lack of economic incentives and technological tools to develop appropriate defense. While cyberspace damage—currently estimated in the billions of dollars—incentivizes market forces to defend themselves, most of the civic sector is not required to report data breaches and cyber threats to the state. Therefore, the cost of damage resulting from a successful breach to the reputation of a targeted company is not enough to motivate companies to protect themselves before anything happens. Alongside the growing awareness of shareholders and the customer base in the private sector, there is no inclusive or binding directive instructing companies to publish data breaches or report on the damage caused. Furthermore, the capabilities of technological tools currently available on the market are insufficient to create hermetic defenses.\textsuperscript{6} Finally, most cyberspace users are unaware of the dangers, and provide cyberspace with sensitive, critical information that is not sufficiently protected. Many users also fall victim to social engineering attempts, choose weak passwords,
and in most cases, represent the weakest link through which systems are breached.\(^7\)

It is therefore not surprising that we are inundated daily with reports from all over the world about newly discovered weaknesses, database breaches, sensitive information theft, and computer systems that have been maliciously damaged.\(^8\) The ease at which commercial institutions and states collect and store critical information undercuts the efficacy of the efforts expended to protect cyberspace; thus, we find ourselves dependent on the proper functioning of a vulnerable sphere. For its part, the state tries to partially fix this market failure and intervene to either prevent cyberspace dangers from being realized or mitigate their impact after they already have occurred.

The risks posed by cyberspace are the natural progression of the risks facing the modern state, as described in 1986 by sociologist Ulrich Beck in his groundbreaking book, *Risk Society.*\(^9\) According to Beck, modern life and its technological developments offer many opportunities, but also create new dangers to humanity and the environment. In 2002, economist David Moss referred to the complexity of risk management by governments.\(^10\) Moss showed how the US administration, as the risk manager of the American society, went through three successive developmental stages in its risk management strategy. The process began in the nineteenth century when the United States intervened aggressively in financial risk management to encourage investments and economic growth (by legislation, such as the limited incorporation law that reduced investor risk and the early voluntary bankruptcy law that protected investors from losing everything they owned). Later, the state transitioned to risk management on behalf of workers’ safety and job market stability (workers’ compensation, social security, and the birth of the welfare state). Finally, in the current stage, the state manages risks for the entire society—environmental dangers, food and drug safety, and now cyberspace risks—arising from modern developments.\(^11\)

The risk strategies that states use range from risk reduction to their distribution throughout society. On the one hand, reducing risks consists mainly of both preventing them in the first place (e.g., safety regulations, traffic signs warning to slow down, information security requirements to prevent hacking, and so forth) and mitigating the damage from a risk that has already occurred (e.g., firefighting regulations for dealing with fires,
steps to reduce the damage resulting from cyberattacks, and notifying the public and state entities of a security breach so that they can protect themselves before being targeted). On the other hand, redistributing the risks consists of transferring the responsibility for the risk to a range of entities; for example, product liability laws shift the responsibility from the consumer to the manufacturer. A contemporary example is the 2015 Cyber Information Sharing Act that limits the liability for a data breach in commercial companies that choose to share information on cyber threats with the government. Risk redistribution can also occur by spreading the risks among various parties via insurance companies, for example. Every insured entity pays a certain premium to cover the damage from a risk being realized with some other party ensured under the same umbrella. In cyberspace, the private sector manages risk distribution mainly for third-party risks, so far without any state intervention.

Despite the many risk strategies available, the state has not yet determined the right way to intervene—especially in the civic sector—to ensure the continuous functioning, resilience, and stability of cyberspace. In terms of the resilience of cyberspace, the civic sector has tremendous importance. Because this sector represents the lion’s share of activity in cyberspace, it is exposed to most of the risks; therefore, damage to the civic sector has major economic and security implications for the resilience of the entire society, as this essay demonstrates.

**State Regulation: Background and Development**

At its most basic, regulation consists of control, supervision, and enforcement carried out by the state or through independent state-sponsored agencies to legally enforce binding codes of conduct. It applies to those entities that the regulatory body wishes to regulate. The concept of regulation emerged in the United States at the end of the nineteenth century as a political and management method to control the economy. Regulation became the government’s central tool and was a natural reaction to market failures, absence of supervision, and the emergence of so-called natural monopolies. By contrast, Europe tended to nationalize the market. Supervision through nationalization delayed the development of a regulatory tradition in Europe in tandem with the United States. From the end of the 1970s and into the 1980s, the United States began expanding the use of regulation and
established independent regulatory agencies, while Europe started to use regulatory tools to accelerate its economic unity.¹⁶

When Margaret Thatcher was elected prime minister of the United Kingdom in 1979 and Reagan became the US president in 1981, neoliberalism and privatization of government services were on the rise. This led to independent regulatory agencies widening the scope of their activities to regulate the market, thus giving rise to the nickname “the regulatory state.”¹⁷ The state’s function has gradually shifted; from subsidizing services and helping to reduce gaps, the state now seeks to bring greater efficiency to the market by means of increased regulation (or by deregulation).¹⁸ In practice, regulation is usually understood as legislation or sub-legislation by the state or independent regulatory agencies, expressed in binding directives, decrees, and guidelines. Its function is to control market activity, while the state sets the overall policy. In the regulatory state, experts play a key role; the demand for high expertise across issues is the initial motivation for the establishment of independent agencies.¹⁹

Justification for state regulation can be explained in several ways. First, regulation strives to protect the values and liberties of citizens who are liable to suffer at the hands of the powerful or from external threats. This justification explains the need for the army and security forces on the one hand, and for authorities that check and balance them on the other. Second, the economic justification for regulation is to fix market failures resulting from free market practices that do not serve the public interest, e.g., the creation of a monopoly or a cartel that prices and provides products as it sees fit, making supervision necessary. Third, regulation can be justified by lack of information or asymmetry of information, which causes consumers, companies, and even states to behave in a manner inconsistent with the public good. In this case, the job of the regulatory body is to allow transparency and the free flow of information. Finally, regulation can be explained as the desire to ensure the continued existence of dwindling essential public resources that one cannot avoid using, from the quality of the air to the number of fish in the ocean. The regulatory body must ensure that these resources continue to exist, despite market forces that would—when left to their own devices—completely consume them.

The literature explains how the regulatory bodies work as part of public policy procedures and the creation of regulation in the first place using
many approaches. The theory of the public interest, also known as the functionalist theory, asserts that regulation operates to promote the common good and increase social welfare. By contrast, the private interest theory maintains that private interests motivate regulatory bodies to increase the gains of centralized interest groups, usually representing a small slice of the population. In that sense, redundant regulation is a product of interest groups’ relations with the state and amongst one another. Furthermore, an institutional explanation for regulatory regimes can be given. An institution’s capacity or its historical location in the public policy process explains the structuring of the regulation in the way in which it was created. In the last twenty years or so, another school of thought has emerged, which explains regulation based on ideas. According to this school of thought, paradigms play a central role in the shaping of public policy. A certain idea will be perceived as “right” and as “a window of opportunity,” causing decision makers to establish regulation in the spirit of the paradigm and its attendant interests. In other words, in many cases, ideas and interests are intertwined to the degree that an idea can provide legitimacy and expression for interests groups, which are capable of generating regulation to serve their objectives.

**Regulatory Approaches in Cyberspace: Israel, the United States, and the European Union**

Regulation, thus, is expanding in modern societies, and its justifications and explanations are rich and varied. Nevertheless, the literature has yet to explore the regulatory process in cyberspace. The paragraphs below describe the challenges for regulation of cyberspace, the ways in which regulatory bodies deal with cybersecurity, and how the United States and the European Union have structured their regulation regimes of cyberspace compared to Israel. Finally, the essay focuses on Israeli regulation of cyberspace and highlights the largest gap in that regime—the civic sector.

Regulation in cyberspace does not refer only to defense in the classical sense; rather, it consists of many aspects directly related to national security, defense of assets and intellectual property, crime prevention, information security, and the right to privacy. Such regulatory objectives challenge regulatory bodies for three primary reasons. First, the costs involved for requiring protection are high and create vehement resistance among the private sector, which represents the largest proportion of cyberspace. Second, there
is no state-issued guideline demanding that companies be transparent about their level of security and the severity of attacks in practice. Both attackers and defenders share information, but generally defensive efforts do no benefit from extensive collective organizing. When commercial secrets and company reputations are at stake, it is hardly surprising that the civic sector would be unhappy to share information about the goings-on in its digital sphere. Third, regulation in cyberspace—as anywhere else—involves a conflict of interests. Most prominent are the struggles between statism and liberalism, and the right to privacy versus the right to security. Furthermore, struggles in the context of national security interests versus the desire for economic development (as reflected in supervision of exports of sensitive goods), as well as obstacles of information sharing among companies in light of the stringent directives issued by the director general of the Israel Antitrust Authority, serve as a partial reflection of the difficulties in instituting regulation in the field. These conflicts let loose contradicting interests and power struggles, which impede the implementation of regulation in cyberspace.

Given these challenges, regulation of cyberspace usually involves four ways of dealing with the problem of cybersecurity. The most common one is to create standards and requirements in information security, including encryption, monitoring, backups, strong authentication, and so forth. In addition, regulation—especially in the United States—seeks to encourage and create mechanisms for information sharing between commercial companies and the state, based on the mutual desire to confront the problem of the lack of information and thereby protect against attacks before they occur, as well as mitigate the damage by attacks that have already occurred. The regulatory field is also notable for creating regulatory agencies and bestowing authority on state institutions to enforce defensive cybersecurity standards and practices. Finally, regulatory regimes include steps to mitigate third-party hacking damage, including notifying the national CERT and customers whose personal information was stolen. This is consistent with the “full circle of defense,” which includes preventive steps, information sharing, and damage mitigation after an attack; together they create a coherent protective shell for organizations operating in cyberspace.

The regulatory tools used to confront cybersecurity risks generally involve legislation, binding state guidelines issued by the regulatory agencies, and self-regulation by conforming to recommended standards, such as the ISO
information security standards, the PCI standards for online companies providing clearing services, or by internal organizational expertise, which provides guidelines for protecting the organization’s computer networks, although this is not always publicly known. In addition, the state also issues standards and guidelines on the recommended way to defend the organization and/or the strategies that ought to be used. In the United States, for example, the National Institute of Standards and Technology is punctilious in issuing standards for defending and encrypting information systems, while the Financial Industry Regulatory Authority assesses the best defensive cyberspace strategies for financial companies.

In the Western world, there are two main approaches for states to confront cyberspace risks. While regulation in the United States is based primarily on multiple voluntary, sector-based agencies with considerable weight given to market forces, the European Union presents a different, hierarchic model. Lateral institutions have strong enforcement powers, in which the state is at the center and large segments of the private sector are subject to regulation. While the United States believes that business interests will lead companies to defend themselves, the European Union takes a more interventionist approach, in which the state institution makes sure to defend the various sectors for the good of the citizens. Both the United States and the European Union enforce transparency on data breaches. In the United States, transparency is carried out at the state level (there are 47 versions of data breach notification rules), whereas the European Union recently issued an upgraded General Data Protection Regulation (GDPR) Directive—effective in May 2016 and fully applied starting in May 2018—that ensures a uniform standard for notification and compensation for security breaches. The rationale of the European decision makers was to create incentives for the market to protect itself ahead of time so as not to have to bear the rigid burdens of notification and compensation.

Finally, it seems that the United States is on the verge of expanding the risk strategies used, not only by preventing and mitigating damage due to cyberattacks, but also by shifting liability away from commercial companies in order to encourage information sharing. By contrast, this approach has not been adopted by the European Union and it is doubtful that it will be, given the possible infringement of the right to privacy, which the European Union views as a fundamental civil right that the state is obligated to protect. This
kind of information sharing gives legitimacy to commercial companies to increase their collecting of information and forwarding it to the state; without appropriate responsibility and transparency, it is difficult to believe this will ever be considered seriously in the European Union.

Both approaches provide only a partial solution; they do not include regulation of the state’s security sector (the army, intelligence agencies, and so on), which is normally exempt from government regulation and mostly applies a self-regulation model. They also do not provide a comprehensive response for the civic sector and its multiple layers, including commercial companies, industrial institutions, and the civilians themselves.

Israel presents a hybrid model. On the one hand, the civic sector is, for the most part, not subject to any binding regulation, and, like the United States, the state relies on market forces to find the right balance between protection and economic investment. On the other hand, the statist approach is manifested in private companies, including the country’s banks, in which the state dictates the information security practice because of their strategic importance. The state even imposes sanctions on such companies should they fail to meeting the necessary threshold conditions. There is an exception expressed in the Protection of Privacy Law, 1981, which includes aspects of information protection and is applied to all sectors against anyone possessing personal information; this law, however, dates from 1981, and its information protection aspects have yet to be updated.

See below the comparative chart highlighting the similarities and differences among the United States, Israel, and the European Union:

<table>
<thead>
<tr>
<th>Type of regulatory regime</th>
<th>United States</th>
<th>Israel</th>
<th>European Union</th>
</tr>
</thead>
<tbody>
<tr>
<td>A liberal regulatory regime; reliance on market forces and mostly voluntary</td>
<td>Hybrid between liberalism and statism; critical infrastructures under state supervision; the market is driven by its own forces</td>
<td>A statist regulatory regime; centralized and binding</td>
<td></td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>State presence</th>
<th>United States</th>
<th>Israel</th>
<th>European Union</th>
</tr>
</thead>
<tbody>
<tr>
<td>Only in critical sectors: energy, healthcare, electricity, water, etc.</td>
<td>Only in critical sectors: energy, healthcare, electricity, water, etc.</td>
<td>In critical sectors and online service providers</td>
<td></td>
</tr>
</tbody>
</table>
Risk management strategies

<table>
<thead>
<tr>
<th>United States</th>
<th>Israel</th>
<th>European Union</th>
</tr>
</thead>
<tbody>
<tr>
<td>Progressive strategy: Prevention of cyberattacks and redistribution of liability for risks in civic sector</td>
<td>Solely focus on the prevention of risks. Israel has no limited liability laws with regards to cybersecurity or one that requires cyber damage mitigation for companies and their customers in case of a data breach</td>
<td>Prevention/Mitigation of risks. Strategy of preventing attacks and mitigating damage, without redistribution of liability for company risks</td>
</tr>
</tbody>
</table>

Transparency towards consumers during a data breach

<table>
<thead>
<tr>
<th>United States</th>
<th>Israel</th>
<th>European Union</th>
</tr>
</thead>
<tbody>
<tr>
<td>Exists at the state level in a non-uniform manner; 47 states, each with a different version</td>
<td>Non-existent</td>
<td>Exists in a coherent, uniform manner under Directives approved in 2016 that will be implemented by 2018</td>
</tr>
</tbody>
</table>

Conflict with the right to privacy

<table>
<thead>
<tr>
<th>United States</th>
<th>Israel</th>
<th>European Union</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy is a commodity—mostly managed by market forces, except for specific sectors (health records, information about minors, etc.)</td>
<td>Mostly managed by market forces, with relatively strict requirements not fully enforced by the Israeli Law, Information, and Technology Authority</td>
<td>Managed by the state with binding laws, institutions with power, and motivated by the interest of safeguarding privacy as a human right overriding economic interests. At the member-states level, the right to privacy is weaker vis-à-vis local intelligence agencies</td>
</tr>
</tbody>
</table>

**Figure 1:** Comparison of Cyberspace Regulatory Regimes in Israel, the United States, and the European Union

The process whereby cyberspace regulation is formulated in Israel consists of two major stages, but they too, as noted, lack a national strategy for all market sectors. Israel’s cyberspace regime started in 1998 with the law regulating security in public institutions. The law listed all the requirements for protecting information systems of institutions defined as “critical” to the state. These included aerospace, water, electricity, and communications bodies. In 2002, the state determined that the professional supervisor for these institutions would be the National Information Security Authority, which is subordinate to the Israel Security Agency (Shin Bet). Furthermore, the
state determined that the institutions receiving directives from the National Information Security Authority would be carefully selected by a special steering committee; in practice, the list of bodies swelled with the passage of time. In other words, bodies defined as critical to the state, based on the impact of the potential damage (for the GDP, for example), received a state-mandated directive, whereas many other bodies, which were not defined as having the potential for great damage, were left without guidelines, thus leading to a situation in which the economic considerations of the market forces became the major factor in their defense. It should be noted that the institutions receiving directives include both private and public ones (oil refineries, El Al, the Israeli Electric Corporation, Israel Railways, and so forth).

In 2011, Israel entered the second stage of its development of cyberspace regulation when the government changed its approach and started to address the work required with the private sector. The National Cyber Bureau (NCB) was established under the Prime Minister’s Office, a move designed to create better integration with market actors. Later, in 2015, the National Cyber Authority was founded with the objective to work directly with the civic sector and serve as the executive body for the state’s cyber defense efforts. The Israeli regulatory state in cyberspace can be described schematically as follows:

![Figure 2: State regulation of cyberspace in Israel](image)

The chart above particularly highlights two aspects. As previously noted, the civic sector is mostly left unsupervised. Although there are little islands
of supervision—the financial, energy, and healthcare sectors—guided by directives from government units, themselves subject to the guidelines of the Government Information and Communication Technology (ICT) Authority. But by and large, the civic sector engages in self-regulation, lacks information sharing, and mitigates data breaches to its customers as it sees fit.

Other than its selective supervision of different sectors, Israel recently issued two significant policy guidelines. The first, designed to enhance supervision already carried out by the Defense Exports Supervision Division at the Defense Ministry, expanded the list of products requiring state supervision, reflecting the state’s desire to supervise the cyberspace arms race and maintain Israel’s relative advantage.\textsuperscript{47} The state has decided to halt this process and continue consulting with the cyber industry about the issue and, for now, adhere only to international supervisory arrangements, given the opposition from the local industry that was concerned it would not be able to compete with industries in unsupervised states.\textsuperscript{48} The desire to maintain Israel’s standing in the world as a leading cyberspace exporter relative to its population\textsuperscript{49} resulted in the preservation of the status quo in the issue of supervision. This is instructive regarding the depth of the mutual understanding and extensive cooperation between the various industries and the Defense Ministry.\textsuperscript{50} The ministry listened to the concerns of the industry, managed to get a toehold, and is now part of the decision-making process for every cyberspace product designed for attack.

The objective of the second guideline is to nurture human capital and create standards for those defending cyberspace. This is an entry regulation, based on official recommendation, in which the state delineates the professional level required of personnel in all forms of cyber defense.\textsuperscript{51} This is a significant guideline, which has not been tried extensively elsewhere in the world. It may, on the one hand, raise the professional level on the short term through various training programs that could be developed especially for regularization; yet, on the other hand, this guideline could obviate the self-taught model by which most experts in this dynamic field currently attain their knowledge.\textsuperscript{52}

**Cyberspace Regulation in the Civic Sector: Importance and Difficulties**

Despite the wide range of efforts described herein, the civic sector in Israel is not subjected to cyberspace regulation and its security lacks state
supervision. This challenge traverses national borders, as manifested both in the United States and the European Union (until the two most recent European Union directives, which for the first time also cover industries in the civic sector). When it comes to the resilience of the shared cyberspace, it is difficult to overstate the importance of the civic sector. First, the civic sector represents the lion’s share of the sphere. It is exposed to most of the threats and is traditionally the weakest link through which attacks begin and spread to other sectors. Second, private companies regularly provide services to government ministries and sensitive state institutions, making their resilience in cyberspace a primary concern. Third, damage to the private sector is damage to the stability of the entire economy. Under certain conditions, this could significantly harm the nation’s resilience. The policy of expanded privatization has only exacerbated the problem, making the private sector the key player in the state’s regulatory efforts. Fourth, the civic sector is responsible for technological developments upon which more sensitive sectors rely; thus, damage to it could serve as a backdoor to attacks on sensitive information. This is especially true for startups poor in defensive resources, but that sometimes end up developing defense products for general use.

The private sector’s basic opposition to regulation is not surprising and is a familiar phenomenon in other contexts as well. State regulation and supervision are seen as hamstrunging commercial companies and costing them a great deal in return for little value. Moreover, the private sector considers the state to be slow to react to technological change and incapable of meeting the inherent challenges in supervising a dynamic, constantly changing technological sphere. Instead of increasing the resilience of commercial companies, state regulation might force them to adopt standards that do not match current threats and take away the flexibility they enjoy today. Finally, the idea of state intervention is inconsistent with the neo-liberal approach that has spread like wildfire in twentieth century’s capitalist societies, where the regnant paradigm is one of privatization and deregulation, whereby the state intervenes only minimally, if at all, in the market to maximize the benefits accrued by commercial entities.
Concluding Insights

Although Israel is developing its National Cyber Authority, many economic sectors still lack guidelines and supervision that would ensure appropriate protection. There is no road map to ensure the resilience of the civic sector and to serve as a model to be adopted by the different players in the economy. Such a model would have to address several key issues:

First, the model would have to generate a structured process that would provide civilian bodies with the incentive to adopt cybersecurity. Entry regulation, such as a local government business licensing law, is one way, but other options also may be considered. The state is currently working on a “cyber law” that aims to create a kind of cybersecurity verification seal that would define a uniform defense standard necessary to market companies. The need for such a security seal might incentivize institutions to protect themselves better.

Second, it is necessary to consider the various layers of the civic sector. There is no one-size-fits-all solution; rather, it is crucial that the regulation be tailored to the type of enterprise, its level of information sensitivity, manufacturing processes, and supply chains of the various companies on the market. Therefore, it is necessary to rank the civic sector by its exposure to risk and the damage that a systems breach is liable to cause; an insurance company, for example, cannot be treated the same as a pharmaceutical manufacturer. The proposed model would have to address these essential differences.

Third, it is necessary to consider expanding the risk strategies the state is using. The lateral look at Israeli regulation in this essay teaches us that the state is primarily involved in preventing cyber risks from being realized. Mechanisms now emerging in the United States to encourage information sharing—with the built-in tension over safeguarding the right to privacy—might make it possible to relieve the bottleneck of information sharing and create a more effective, proactive cybersecurity. In addition, it is necessary to enhance transparency over data breaches by requiring all sectors to notify a national CERT and share information with the public. This will help others understand where caution is needed and the extent to which sensitive information is at risk. These could serve as incentives for better defense and more effective damage mitigation. Commercial companies that worry about
having to pay for damage mitigation by law will defend themselves ahead of time as best they can.

To conclude, the need for regulating cyberspace in the civic sector is obvious, but the difficulties of developing such regulation are numerous; they range from the problems and battles between state institutions, the tensions between competing interests, the costs involved in adhering to regulation, and the attempts to find the right balance between transparency and secrecy as well as between centralization and decentralization. At present, even though cyberspace is essentially a civic sphere—most of it being based on civilian infrastructures, systems, and technologies operated by civilian organizations—this sector has not yet been regulated and incorporated into Israel’s regulatory regime. The responsibility for cybersecurity currently rests on the organizations alone, even though the lone organization lacks the expertise and resources to confront cyber threats without creating an infrastructure for cooperation between the various sectors in the economy. Israel is quite active in the state’s cyberspace as cyber units were established in the Prime Minister’s Office, the decision to establish a cyber force was made, and various R&D settings and national research centers were founded. Nonetheless, it is incumbent upon the state to continue to strive to strengthen the defense of the relevant civic sectors using a range of tools and capabilities, because damage to the civic sector is liable to cause fundamental harm to the entire nation.

Notes
1 The resilience of cyberspace refers to the sphere’s ability to withstand possible attacks aimed at software and hardware weaknesses, non-secure protocols, and unauthorized information access.
2 The development of these protocols met the needs at the beginning of the worldwide web in the 1960s. In those days, it was necessary to allow connectivity among just a few dozen computers. At the time, nobody predicted that a web consisting of billions of users would be using the same protocols.
3 Zero-day weaknesses are hardware or software weaknesses, generally unknown to the manufacturer, that have yet to be fixed. Sometimes they are known weaknesses for which patches have not yet been issued to all relevant systems. About this flourishing market, see Andy Greenberg, “New Dark-Web Market is Selling Zero-Day Exploits to Hackers,” Wired.com, April 17, 2015, https://www.wired.com/2015/04/therealdeal-zero-day-exploits.
4 Internal documents of an Italian company, Hacking Team, recently were exposed, showing the company trafficked in weaknesses and the development


11 Ibid.


13 Third-party risks in cyberspace are the risks to the privacy of customers of commercial companies damaged by cyberattacks and by the theft of personal information. On the other hand, insurance companies are less than thrilled to ensure first-party risks because there is a lack of actuarial data that would help them price the insurance premiums for cyberspace risks of the companies themselves (i.e., first-party risks).


15 Ibid.

16 Ibid.

18 In his essay “Regulation and Regulatory Governance,” Levi-Faur explains why deregulation obviates the formation of more agencies and the hiring of more bureaucrats to supervise privatization processes and guard the state’s interests while it also accelerates the process. See David Levi-Faur, “Regulation and Regulatory Governance,” Jerusalem Papers in Regulation & Governance, Working Paper no. 1 (February 2010), http://levifaur.wiki.huji.ac.il/images/Reg. pdf.

19 Ibid.


25 On shattering the Keynesian paradigm and transitioning to a monetary economy in the United Kingdom, see Peter Hall, “Policy Paradigms, Social Learning, and the State: The Case of Economic Policymaking in Britain,” Comparative Politics 25, no. 3 (1993): 27–296.

26 John Kingdon’s study coined phrases such as “window of opportunity” and “policy entrepreneur,” which explain—with astonishing accuracy—public policy procedures. See John W. Kingdon, Agendas, Alternatives, and Public Policy, 2nd edition (Boston, Little Brown, 1995).


28 While the European Union differs from the classical state institution, it is still a seminal object for comparative research in the field. Decisions at the EU level led to a rigid information security policy through the European Union (see Newman 2008 and below), and the directives formulated at the EU level led the way for the individual states. This is valid not only for the world of cyberspace, but also can also be observed in contexts of food safety regulation and the introduction of genetically engineered food throughout the continent. For the importance of EU regulation, see David Bach and Abraham L. Newman, “The European Regulatory...


31 Increased government intervention and centralization.


33 These methods to confront the risks come up in the examination of how regulation has been put in place over the years in the United States (at the federal and state levels) and in the European Union (at the EU level and individual state levels).


35 The abbreviation stands for Cyber Emergency Readiness Team, a regulatory agency now in existence in virtually every state. It collects data on all cyberbreaches requiring notification and integrates responses to significant events happening in cyberspace.

36 Gabi Siboni, May 7, 2015.

37 For example, guidelines issued by the Information Security Authority in Israel about the way to secure organizational networks.

38 For an explanation of ISO standards at the official website, see http://www.iso27001security.com/html/27032.html.

39 For an explanation of PCI standards at the official website, see https://www.pcisecuritystandards.org/.

40 See, for example, the standards the organization issued: http://csrc.nist.gov/publications/nistpubs/800-111/SP800-111.pdf.

41 For example, the latest FINRA report issued on the topic: https://www.finra.org/sites/default/files/p602363%20Report%20on%20Cybersecurity%20Practices_0.pdf.


43 For details, see National Conference of State Legislators (NCSL), Security Breach Notification Laws, April 1, 2016, http://www.ncsl.org/research/

Siboni and Assaf, Guidelines for a National Cyber Strategy.

In 2015, the National Cyber Defense Authority was established, assuming responsibility of most of Israel’s critical infrastructure.

The expansion applies primarily to penetration products, hacking analysis, and knowledge of software and hardware weaknesses.


For the change in the southern city of Beer Sheba, which the state decided to recreate as the region’s cyberspace export capital, see Ashford Warwick, “Israel’s cyber security frontier,” computerweekly.com, May 2016, http://www.computerweekly.com/opinion/Israel's-cyber-security-frontier.


This is with the exception of specific entities, such as the banks, and the privacy law, which applies to the entire economy, although it is not sufficiently up-to-date in terms of all aspects of information security. For a survey of the situation, see Raphael Kahan, “Netanyahu markets Israeli cyber but legislation is full of holes,” Calcalist, June 2015, (in Hebrew), http://www.calcalist.co.il/internet/articles/0,7340,L-3662815,00.html.


57 Ibid.
Artificial Intelligence in Cybersecurity

Nadine Wirkuttis and Hadas Klein

Cybersecurity arguably is the discipline that could benefit most from the introduction of artificial intelligence (AI). Where conventional security systems might be slow and insufficient, artificial intelligence techniques can improve their overall security performance and provide better protection from an increasing number of sophisticated cyber threats. Beside the great opportunities attributed to AI within cybersecurity, its use has justified risks and concerns. To further increase the maturity of cybersecurity, a holistic view of organizations’ cyber environment is required in which AI is combined with human insight, since neither people nor AI alone has proven overall success in this sphere. Thus, socially responsible use of AI techniques will be essential to further mitigate related risks and concerns.

**Keywords:** cybersecurity, artificial intelligence (AI), security intelligence, Integrated Security Approach (ISA), cyber kill chain

**Introduction**

Since 1988, when the first denial-of-service (DoS) attack was launched, the sophistication, number, and impact of cyberattacks have increased significantly. As cyberattacks have become more targeted and powerful so have cybersecurity countermeasures. While the first security tool was limited to spotting signatures of viruses and preventing their execution, today we find solutions that are designed to provide holistic protection against a wide range
of attack types and a variety of target systems; nevertheless, it has become increasingly challenging to protect information assets in the virtual world.

To implement resilient and continuous protection, security systems need to constantly adjust to changing environments, threats, and actors involved in the cyber play. Cyber reality, however, appears somewhat different. Security approaches are regularly tailored to known attacks, and due to a lack of flexibility and robustness, security systems typically are unable to adapt automatically to changes in their surroundings. Even with human interaction, adaption processes are likely to be slow and insufficient.\(^2\)

Due to their flexible and adaptable system behavior, artificial intelligence (AI) techniques can help overcome various shortcomings of today’s cybersecurity tools.\(^3\) Although AI has already greatly improved cybersecurity,\(^4\) there are also serious concerns. Some view AI as an emerging existential risk for humanity.\(^5\) Accordingly, scientists and legal experts have expressed alarm at the increasing role that autonomous AI entities are playing in cyberspace and have raised concerns about their ethical justifiability.\(^6\)

The purpose of this work is to highlight the shortcomings of traditional security measures as well as the progress that has been made so far by applying AI techniques to cybersecurity. In addition, this work summarizes the risks and concerns linked to this development, by exploring AI’s status quo, addressing present concerns, and outlining directions for the future.

**Challenges of Today’s Cybersecurity**

Although awareness of cyber threats has increased; large amounts of money has been invested; and efforts are being made to fight cybercrimes, the ability of organizations to sufficiently protect their own virtual assets is not yet known.\(^7\) The involved parties in cyberspace range from single individuals, private organizations, non-state actors to governmental organizations, all aiming to protect their cyber assets, attack those of others, or both. In addition, the sources of cyber threats are manifold: cyber threats basically arise from potential malicious acts due to financial, political, or military reasons.\(^8\)

However heterogeneous and dynamic the nature of cyberspace might be, certain similarities of attacks and their countermeasures can be used to describe and allow for a holistic security framework. Most cyberattacks follow certain attack phases that can be described as a **cyber kill chain**.\(^9\) This framework assumes that every attack sequence starts with a **reconnaissance** phase, in
which an attacker tries to locate gaps and vulnerabilities of a target system. The **weaponizing** phase follows, during which the uncovered weaknesses are used to develop targeted malicious code. This is followed by the **delivery** phase when the malware is transferred to the potential target. After the malware is delivered successfully, the **exploit** phase occurs during which the compromised host system allows the establishment of a command and control channel so that the attacker can initiate malicious actions. Counteractions can be determined depending upon where a malicious action appears in the cyber kill chain.

The **integrated security approach** (ISA) provides key ideas for a holistic view on cyber defense and a framework for such categorization. The main aim of the ISA is to generate **early warnings**, or alarms, preferably before the attack is launched (before the exploit phase). The alarm is supposed to generate a relevant warning message that translates newly gathered threat data into actionable tasks. By this means, the message further supports the selection of countermeasures or already contains dedicated counteractions to prevent organizations from being victims of an attack. If an intrusion can not be prevented in advance, the extent of the attack must be detected, followed respectively by reaction and response. These measures should include actions to stop or counterattack the invader, in addition to defining recovery procedures to quickly rollback the system to its initial state.

Figure 1 above depicts the interconnection of cyberattacks, described by the cyber kill chain, with their countermeasures, covered by the ISA. The diagram depicts the cyber kill chain, here visualized as the gray arrow in the center, encapsulated by the ISA. The cyber kill chain includes the seven

![Figure 1: Cyber kill chain phases encapsulated in countermeasures of the integrated security approach](image-url)
phases of a cyberattack, whereas the ISA consists of four counteraction phases. For detecting and blocking attacks as early as possible, all attack phases of the cyber kill chain need to be considered within the comprehensive ISA framework. As stated above, the emphasis is on preventing attack and detecting malicious activities during the first three phases of an intrusion, here visualized as recon, weaponize, and deliver on the left side of the diagram within the gray arrow. After the attack—depicted as exploit in the center of the arrow—the ISA measures detection, reaction, and response necessary to interfere with the compromising malicious activities.

The complex and dynamic nature of cyberspace leads to various strategic and technological challenges that hinder and complicate an organization’s ability to protect itself sufficiently in this virtual environment. These challenges comprise data acquisition, technology driven matters, as well as shortcomings in regulation and process management.

Challenges in Gathering Cyber Intelligence
The fact that perpetrators leave tracks when attempting to attack a potential target system is the key to better understanding an attacker. Consequently, an ISA with its holistic view of an organization’s security requires gathering and analysis of a range of information for gaining cyber intelligence. There are challenges, however, in acquiring relevant data as well as in processing, analyzing, and using it. Therefore, related efforts to effectively prevent, detect, and respond to malicious intrusions are regularly aided by security tools that aim to automate supporting security processes. The main challenges in acquiring relevant data tracks are:

a. Amount of data: The amount of data has increased exponentially since electronic devices and their use has become ubiquitous in our work and daily lives. For the implementation of an ISA, data from all systems across entire organizations may need to be considered.

b. Heterogeneity of data and their sources: The variance in data and its sources makes it difficult to identify and collect those data; moreover, both are spread across organizational and national borders. Even if the relevant heterogeneity within the cyber environment is identified, topology and behavior of systems and networks may change and, thus, require constant adaption.
c. High data velocity: The high rate at which data is produced and processed within its sources leads to challenges in data storing and processing, which, in turn, is essential for subsequent analysis.

When it comes to processing, analyzing, and using the acquired data, intrusion detection prevention systems (IDPS) have proved to be an invaluable tool for cybersecurity, one of many in today’s cybersecurity arsenal. An IDPS is either software or hardware configured to protect single systems or entire networks. There are two main principles for IDPSs: the misuse detection approach, which identifies malicious activities by defining patterns of abnormal network and/or system behavior, and the anomaly detection approach, which is based on defining patterns of normal network and/or system behavior. Security experts define both patterns, mainly based on their experiences plus their prior knowledge of cyber threats.

Cyber reality, however, is a highly complex and dynamic nature; new threats appear constantly, and attacks are specifically tailored to circumvent known protection scenarios. While the desired characteristics of IDPSs are optimized performance, maximum protection, and minimum error, traditional security systems are no longer able to fully fulfill these requirements. The most critical technological weaknesses are:

a. Low detection rate: Any inaccuracy in defining patterns of abnormal or normal network and/or system behavior may affect the IDPS’s detection rate. The continuously changing network environment makes this task even more challenging. Errors in defining abnormal patterns can lead to high false negative detection rates. Here, the malicious network activities of attempted attacks are not detected in advance because a non-malicious network behavior was assumed instead. By contrast, erroneous definition of normal patterns can cause high false positive rates, causing non-malicious network activities to be categorized as malicious.

b. Slow throughput: IDPSs can show limitations in processing and analyzing gigabits of data per second. Mechanisms that address this issue are based mainly on the distribution of data processing and, thus, can further affect the system’s operation, maintenance, and related costs.

c. Lack of scalability and resilience: Cyber environments are dynamic. Infrastructures and network traffic change and expand constantly, and vast amounts of heterogeneous data needs to be processed and analyzed. These dynamics further lead to performance issues and a loss of efficiency,
as IDPSs might be not able to provide and maintain their functionalities when coping with these dynamics.

d. Lack of automation: IDPSs are not yet able to adapt automatically to changes in their environment. This can result in the need for individual analysis of log data; the manual readjustment of systems to changes in the network environment; or for experts to determine the appropriate reaction for every individual warning message. This lack of automation results in a constant need for human supervision, and causes delays as well as an overhead in costs and resources.

Due to the technological challenges, organizations may face security deficits at some point; they may use several security systems or purchase security intelligence, in terms of security consulting, through third-party providers.¹⁸

**Additional Challenges**

Besides the comprehensive acquisition of data and the use of solid security technologies for protecting the full range of information in a timely manner, supporting processes also need to be considered. The establishment and maintenance of these processes is as important as data acquisition and the use of appropriate security technologies. Inter-organizational as well as intra-organizational processes can help to further improve and maintain organizations’ ISAs, in addition to increasing their cybersecurity maturity level.¹⁹ Furthermore, the creation of a so-called cyber ecosystem²⁰ encourages partnerships between diverse actors across the cyber landscape that aim to address and share security threats, experience, or resources.

Organizations operating in different sectors also tend to have inconsistent demands of cybersecurity. These differences can correspond to heterogeneous security requirements as well as varying responses when facing similar cyberattacks.²¹ In cases where organizations need to protect critical infrastructures, such as water treatment or nuclear power plants, they focus on increased security rather than on financial aspects. In comparison, private organizations tend to focus on financial losses and do not give too much importance to endangering public safety.²²

These are only some of the challenges that trouble organizations when setting up their security strategy. Given the important role of security systems in this context, the following section will focus on the technological measures.
Intelligent Techniques to Facilitate Security Measures

In tackling intelligence-gathering issues for cybersecurity, intelligent machines show promise of improving today’s security measures. Intelligent machines can perform some human cognitive abilities (ability to learn or reason) as well as having sensory functions (ability to hear or see). These machines exhibit what we could call intelligence. Such artificial intelligence enables machines to behave intelligently and imitate human intelligence—albeit to a limited extent.

The development of intelligent systems, either software or hardware, provides methods to solve complex problems—problems that could not be solved without applying some intelligence. Whereas traditional computer systems are based on fixed algorithms and require known data formats for decision making, the computer science discipline of AI developed flexible techniques, such as the recently revived approach of deep neural networks, that enables machines to learn and adapt automatically to the dynamics of their environment. In cyberspace, this may include the automatic adaption to heterogeneous data formats, changing data sources, or noise in cyber activities.

In the realm of AI, cybersecurity arguably is the industry that could benefit most from the introduction of machine intelligence; furthermore, the challenges of conventional security systems are supposed to be overcome by using autonomous AI systems. Consequently, the issues in data acquisition (amount, heterogeneity, and velocity of data) as well as the problems of the related tools (low detection rate, slow throughput, a lack of scalability and resilience, and a lack of automation) could be mitigated through AI. Thus, efficiency and the effectiveness of cybersecurity and its respective tools could be improved.

The field of AI has developed and is still developing numerous techniques to address intelligent system behavior, and many have been established already in the field of cybersecurity. These systems can therefore handle and analyze vast amounts of information within a reasonable time frame and in the event of an attempted attack, can analyze the information and select dedicated counteractions. Possible scenarios, where AI techniques are applied to security issues related to the four categories within the ISA, can demonstrate the vast possibilities of the various branches of AI.
Interacting Intelligent Cyber Police Agents to Monitor Entire Networks

The paradigm of intelligent agents is a branch of AI that arose from the idea that knowledge in general and, especially, knowledge to solve problems ought to be shared between different entities. A single agent is an autonomous cognitive entity, with its own internal decision-making system and an individual goal. To achieve its goal, an agent acts proactively within its environment and with other agents. In addition, agents have a reactive behavior; they understand and respond to changes in their environment and interact with it and other decentralized agents. Over time, agents self-adapt to dynamic changes in their environments, given their own accumulated experiences.

Due to their decentralized and interacting nature, intelligent agents are predestined to gather information on entire networks and surrounding systems. It appears that this favorable characteristic has been used not only in terms of defense measures, but also for reconnaissance and exploitation (see the cyber kill chain discussed above) of potential target systems. Since the behavior of every agent is formed by its experiences within its own personal environment, it is quite challenging to protect against such individualized threats.

A powerful way to utilize agents against distributed cyberattacks is by building up an intelligent agent’s cyber police. This approach pursues the idea of artificial police agents in a defined cyber environment to detect malicious activities in a decentralized way. As visualized in Figure 2 above, such police agents can facilitate protection already in the earliest stages of a cyberattack.
Intelligent agents can also be found in human-inspired artificial immune systems (AISs). By using two different types of agents, detection and counterattack agents, the beneficial characteristics of the human immune system is imitated. Detection agents monitor cyber environments and try to detect abnormal activities. When these agents spot malicious activities, they proactively send out decentralized instructions to counterattack agents, which are then activated to prevent, mitigate or even counterattack network intruders.³³

**Artificial Neural Networks to Prevent Malicious Intrusions**

Another technique that emerged from the field of AI is the *artificial neural network* (ANN). ANNs are statistical learning models imitating the structure and the function of the human brain. They can help to learn and solve problems, especially in environments where algorithms or rules for solving a problem are difficult to express or are unknown. Since ANNs’ system behavior is kind of elusive, they are considered undefined black-box models.³⁴

In cybersecurity, ANNs have been used successfully within all stages of ISAs and, hence, can encapsulate all phases of the cyber kill chain. Integrated in cybersecurity, ANNs can be used for monitoring network traffic. As depicted in Figure 3 below, malicious intrusions can be detected already during the delivery phase and before an actual attack occurs.³⁵ This is a desired goal of cybersecurity, and it is a great achievement when cyberattacks can be hindered before they take place, thus, elaborating upon the main idea of perimeter defense.³⁶ ANNs can be successfully used to learn from past network activities and attacks in order to prevent future attacks from actually transpiring.

![Figure 3: Artificial Neural Networks to Prevent Attacks within an Integrated Security Approach](image-url)
Compared to conventional techniques used for cyber defense, the great advantage of using ANNs is their learning ability. As mentioned above, patterns that describe normal and abnormal network activities are traditionally defined manually by security professionals based on their expert knowledge. ANNs, however, can be trained to identify such patterns automatically by using previous data that has been transferred over the network.

Within an anomaly-based IDPS approach, it was shown that ANNs can be successfully utilized to evaluate header information\(^3\) of network data packages to learn patterns for normal network behavior.\(^3\) In a first preparatory step, the ANN was trained to identify and learn patterns of header attributes that belonged to normal network traffic. Every future data packet that was transferred over the monitored network was compared afterwards with these pre-learned patterns. When attributes of packet headers matched the normal pattern, they were transferred as usual. Irregularities in a data packet’s header information that mismatched the learned pattern were classified as malicious and rejected by the IDPS. This dedicated approach has shown that the overall detection rate of attempted intrusions has improved without generating any false positive or false negative alarms. While traditional IDPSs, both signature-based and anomaly-based, work mostly against known intrusions, this ANN approach has successfully protected against instances of intrusions that were previously unknown. In summary, ANNs are said to support a viable approach to building robust, adaptable, and accurate IDPS.\(^3\)

ANN monitoring is not limited to the use within IDPSs; it can be established in every system that monitors network activities. Firewalls, intrusion detection systems, or network hubs use ANNs to scan incoming as well as outgoing network traffic. In malware detection, an ANN-based experimental simulation demonstrated that even with quite a small computational effort, 90 percent of malware could be detected in advance.\(^4\)

Deep neural networks (DNN), a more elaborate and computationally expensive form of ANNs,\(^4\) have been used recently not only to protect organizations from cyberattacks, but also to predict these attacks. Improvements in hardware have led to advancements in data processing within network infrastructures and have enhanced storage capacities; thus, DNN technologies have become more popular and applicable. A dedicated AI-based security platform that used a DNN approach successfully demonstrated that it could predict cyberattacks 85 percent of the time.\(^4\) With this development, we
see traditional approaches of cybersecurity shifting from attack detection to attack prevention. DNN techniques can now possibly lead in a new phase of cybersecurity—namely cyberattack prediction.

**Expert Systems to Provide Decision Support for Security Professionals**

**Expert systems** are computer programs designed to provide decision support for complex problems in a domain; these are the most widely used AI application. Conceptually, an expert system consists of a knowledge base, which stores the expert knowledge, and an inference engine, which is used for reasoning about predefined knowledge as well as finding answers to given problems.43

Depending on the way of reasoning, expert systems apply to different problem classes. A case-based reasoning (CBR) approach allows solving problems by recalling previous similar cases, assuming the solution of a past case can be adapted and applied to a new problem case. Subsequently, newly proposed solutions are evaluated and, if necessary, revised, thus leading to continual improvements of accuracy and ability to learn new problems over time. Rule-based systems (RBS) solve problems using rules defined by experts. Rules consist of two parts: a condition and an action. Problems are analyzed stepwise: first, the condition is evaluated and then the action that should be taken next is determined. Unlike CBR systems, RBSs are not able to learn new rules or automatically modify existing rules. This fact refers to the “knowledge acquisition problem,” which is crucial in adapting to dynamic environments.44

Security professionals widely use expert systems for decision support in cyber environments. In general, evaluating security systems’ audit data can determine whether a network or system activity is malicious or not. Due to the large amount of data, security experts regularly use statistical reports to scan and analyze the whole audit information in a reasonable time span. AI-based expert systems have successfully demonstrated that they could support these efforts by performing real-time monitoring in cyber environments, even on numerous or heterogeneous systems.45 In cases where a malicious intrusion was spotted, a warning message was generated. It provided relevant information, upon which security professionals could select appropriate security measures more efficiently (cf. react & respond in Figure 4 below).
At this point, it is crucial to recall that expert systems so far solely assist decision makers, but are not able to substitute for them.46

![Figure 4: Expert Systems to Support React & Response Measures in an Integrated Security Approach](image)

**Drawbacks of Artificial Intelligence within Cybersecurity**

The previous section discussed the benefits of AI as well as the various techniques that can address significant technological issues in today’s cybersecurity domain. Despite these positive aspects, the concerns and risks from using AI within cybersecurity are as follows:

a. **Inability to maintain cybersecurity autonomously:** Although there have been huge advances in adapting AI techniques to cybersecurity, security systems are not yet fully autonomous. Since they are not yet able to completely replace human decisions, there are still tasks that require human intervention.47

b. **Data privacy:** AI techniques, like ANNs and DNNs, are becoming more advanced and new techniques emerge regularly—thanks to advances in hardware. The growing need, however, for big data can have a negative side when it comes to data privacy. The analysis of huge amounts of data may cause private as well as public organizations to be concerned about the privacy of their personal data, and some are even unwilling to share this data at all.48 What personal data is used, why it is used, and how conclusions are reached within AI-based solutions may remain unanswered and may not be transparent for affected organizations.

c. **Lack of regulation:** Although there are various legal concerns about AI, the one concern that is most prevalent is the loss of human control over the consequences of AI’s autonomy. Due to the unique and unforeseeable nature of AI, existing legal frameworks do not necessarily apply to this discipline.49
d. Ethical concerns: AI-based security systems increasingly make decisions for human individuals or assist them to do so (e.g., as discussed above in the case of Expert Systems). Considering this development, it is particularly worrisome that these systems do not currently have a moral code. Consequently, the decisions that are made for us are not necessarily the ones that a person would take.50

Conclusions

AI is considered as one of the most promising developments in the information age, and cybersecurity arguably is the discipline that could benefit most from it. New algorithms, techniques, tools, and enterprises offering AI-based services are constantly emerging on the global security market. Compared to conventional cybersecurity solutions, these systems are more flexible, adaptable, and robust, thus helping to improve security performance and better protect systems from an increasing number of sophisticated cyberthreats. Currently, deep learning techniques are possibly the most promising and powerful tools in the realm of AI. DNNs can predict cyberattacks in advance, instead of solely preventing them, and might lead to a new phase of cybersecurity.

Despite the promising nature of AI, it has emerged as a global risk for human civilization, while the risks and concerns for its use in cyberspace are justified. Here, four major issues can be identified: the lack of AI’s full autonomy, concerns about data privacy, the absence of sufficient legal frameworks, in addition to ethical concerns originating from a missing moral code of autonomous decision-making systems. Due to the fast-growing nature of AI, it is necessary to resolve these related risks and concerns as early as possible. But, given these concerns and that sustainable solutions are not in sight, a socially responsible use of AI within cybersecurity is highly recommended. This could help to mitigate at least some related risks and concerns.

Until now, neither people nor AI alone have proven overall success in cyber protection. Despite the great improvements that AI has brought to the realm of cybersecurity, related systems are not yet able to adjust fully and automatically to changes in their environment; learn all the threats and attack types; and choose and autonomously apply dedicated countermeasures to protect against these attacks. Therefore, at this technological stage, a
strong interdependence between AI systems and human factors is necessary for augmenting cybersecurity’s maturity. Moreover, a holistic view on the cyber environment of organizations is required. Cybersecurity is not only a technological issue; it is also about regulation and the way that security risks are dealt with. It is necessary to integrate any technical solutions, relevant processes, and people into an ISA framework to achieve optimal security performance. In the end, it is still the human factor that matters—not (only) the tools.
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Pedal to the Metal?  
The Race to Develop Secure  
Autonomous Cars

Andrew Tabas

The advent of Autonomous Vehicles (AVs) will have profound effects on car ownership, transportation, and security. It is already possible to hack into individual cars through their entertainment and navigation systems. The connecting of AVs to networks will make it possible to hack them on a large scale. Policymakers should act now to implement both technical and legal security mechanisms. Potential solutions include the establishment of a system of certificates, an effort to establish an air gap between different computer networks in the vehicles, and the creation of laws that penalize hackers. Still, manufacturers should not be deterred by the risks of AVs. Instead, they should race ahead in the development of this potentially lifesaving technology.

**Keywords:** autonomous vehicles, self-driving cars, V2V, V2I, intelligent transportation systems, Internet of Things, public key encryption, cybersecurity, hacking, air gap

**Introduction**

“Get them!” In his 1953 short story “Sally,” Isaac Asimov tells the story of “positronic” cars that drive themselves. The cars also communicate (in an autonomous vehicle network), defend themselves (a response to security concerns), and kill (demonstrating the ethical problems at play with autonomous
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“Sally” is a good starting point for a discussion of autonomous vehicles (AVs) because the story highlights issues that technology companies and car manufacturers face today.

What vulnerabilities could threaten AVs and their drivers? How can manufacturers and policymakers respond to these vulnerabilities? AVs have unique vulnerabilities that necessitate innovative security solutions. First, AVs depend on sensors for input. These sensors can be tricked, risking the security of the vehicle and its passengers. Second, AVs gain information for life-and-death situations in a system that relies on cloud infrastructure. GPS systems, critical software updates, and communication with other vehicles all rely on the cloud and could be vulnerable to hacks. Third, a future network of AVs could be vulnerable to large-scale exploits and attacks. Manufacturers should embrace these challenges, as the winner of the race to develop safe and secure AVs will save lives and change the world.

The Technology

It is useful to distinguish between “autonomous cars” and “self-driving cars.” Autonomous cars will be able to drive themselves in certain conditions, but will maintain the capability to be driven by people. The development of autonomous cars benefits automakers because they can advertise that their vehicles have sophisticated technology. Autonomous cars must be capable of “graceful degradation,” or a smooth transition back to a human driver. Humans, on the other hand, will not be able to drive self-driving cars. These vehicles will look markedly different from today’s cars, as they will lack steering wheels, pedals, and mirrors. They could form “a fleet of shared vehicles” that will end traditional car ownership. In that case, they would threaten traditional car manufacturers as family cars become a luxury item. Indeed, Tesla has proposed that owners of AVs could make money by contributing their cars to the fleet when they are not using them, an action that would help to make AVs more affordable.

The National Highway Traffic Safety Administration (NHTSA) has specified five “levels” of automation: “No-Automation” (0); “Function-Specific Automation” (1); “Combined Function Automation” (2); “Limited Self-Driving Automation” (3); and “Full Self-Driving Automation” (4). An increased level represents more features working together without the driver’s input. Level Zero represents traditional cars. At Level One, the car
can perform specific tasks by itself. At Level Two, the car’s autonomous capabilities can interact, but the driver still needs to be active. For example, a Level Two car could combine “adaptive cruise control” and “lane centering.” Level Three vehicles can drive themselves in certain environments, but the driver must stay attentive. It may be difficult, however, for drivers to focus when the AV is doing most of the work. At Level Four, the driver does not need to remain attentive or even stay in the vehicle. Level Four cars, which represent the “self-driving cars” described above, will not need steering wheels, brake pedals, or other expected components of cars.

In traditional cars, human drivers are the link between vehicles and their environment. Drivers watch traffic signs and signals, monitor road conditions, avoid other vehicles, communicate with other drivers, and navigate. To fulfill these functions, AVs employ sensors, vehicle-to-vehicle (V2V) communications, and vehicle-to-infrastructure (V2I) communications. AVs, like other objects in the Internet of Things (IoT), rely on cloud infrastructure.

Anderson and others describe the “sensor suites” that provide information to AVs. First, cameras gather data about the outside world. Cameras are limited by weather conditions and by the capability of software that converts images to data. Second, AVs rely on sensors. Radar and lidar both emit a signal and track the time that it takes for the signal to bounce off of an object and return to the sensor to determine distance. Both technologies have limitations because some surfaces do not adequately reflect radio waves and light. Ultrasonic sensors detect nearby objects while infrared sensors detect objects at night. Third, AVs can use GPS and internal navigation systems (INS) for location information. INS relies on gyroscopes, altimeters, and accelerometers. Finally, AVs can have access to maps that include information on traffic signals. For example, Google has designed vehicles that collect information and build virtual maps of road features as they drive.

AVs communicate with vehicular ad-hoc networks (VANETs). VANETs “are the basis for intelligent transportation systems (ITSS).” V2I technologies share information on traffic signals and other external factors with cars. These systems help AVs to understand the world around them. Bluetooth could be used to improve V2I communications. In addition, V2V technologies enable cars to share information with each other about their own location and speed to reduce the likelihood of a crash. AVs communicate with each other using dedicated short-range communications (DSRC). The US Government
Accountability Office recently released a study on the potential application of technology to cars with human drivers.\textsuperscript{20}

AVs use a “sense-plan-act design.”\textsuperscript{21} Cars detect information, run algorithms to determine the best response, and execute the necessary action. AVs are an example of “Massively Integrated Systems of Smart Transducers” (MIST), which “use cloud concepts to acquire information, sense their surroundings, and actively intervene in situations to effect desirable outcomes.”\textsuperscript{22}

AVs present a unique challenge because they must, at all costs, ensure the safety of their passengers. Engineers must ensure that sensors are effective in all types of weather and traffic conditions. They must protect these sensors from outside interference, which could threaten the safety of the passengers in the AV and in neighboring vehicles; cybersecurity therefore becomes a key concern in the production of AVs.

Towards a Collective Vehicular Network

V2V and V2I communications enable the creation of a “collective vehicular network.” Humans, cars, and infrastructure communicate in this network to create efficient vehicles. Cars learn of weather conditions and other information through cloud infrastructure. Cars will need to deal with human drivers at first, but eventually will communicate solely with each other. In a network without human drivers, programmers will need to determine methods to increase the flow of traffic. Riener predicts that the future of autonomous cars is a shared fleet in which a passenger can order a car for a trip and then allow the car to return to a central location.\textsuperscript{23}

Like sensors, V2V and V2I communication present cybersecurity challenges. Malicious communication could conceal or invent road hazards. These imagined hazards would cause the car to behave erratically. More advanced hackers could use the AV’s communications system to access the car’s central computer and gain control of the AV’s steering and braking. It will be necessary, therefore, to secure the external communications of the AVs.

Current Industry Trends

In the race to develop secure AVs are both traditional automakers and technology companies. Companies include Volkswagen, Mercedes-Benz, Tesla, Bosch, Uber, Lockheed Martin, Google, Apple, and others. Development has extended to trucks and military vehicles.\textsuperscript{24} Elon Musk, the founder of Tesla,
recently predicted that most cars will be autonomous by 2030 or 2035.\textsuperscript{25} Uber recently established a lab in Pittsburgh in which a large contingent of Carnegie Mellon University graduates is researching self-driving cars. Meanwhile, Google has sent cars cruising through 300,000 miles without any accidents caused by its cars.\textsuperscript{26}

Traditional auto manufacturers or technology companies have different strengths, leading to debates about which type of developer will be more successful. Traditional automotive companies are better equipped to handle challenges that are unique to auto manufacturers and can gradually phase in new features. Meanwhile, technology companies may face a user acceptance problem if they jump into the automotive market. At the same time, one Google executive argued that its plan to move into selling fully autonomous cars could prove to be a more effective business strategy.\textsuperscript{27}

Manufacturers must develop “user acceptance” of AVs through innovative design, advanced security, and well-publicized statistics. First, self-driving cars (at Level 4 on the NHTSA scale) could replace the steering wheel with a display that inspires confidence in the car.\textsuperscript{28} Second, security experts must consider the risks of data exploitation and direct attack. A congressional hearing on the subject acknowledged that “hacking could threaten widespread acceptance” of AVs as concerns grow over data security and personal safety.\textsuperscript{29} Users could be concerned that their cars’ V2V communications are not protected.\textsuperscript{30} They could also have concerns about attacks on the safe operation of the car itself. Third, manufacturers could stress the fact that AVs are safer than human-driven vehicles.\textsuperscript{31} Car crashes, 93 percent of which are caused by “human error,” took 34,080 lives in 2012.\textsuperscript{32} These violent events cost approximately $230 billion per year.\textsuperscript{33} AVs could help to move toward the “ultimate goal” of being “the safest and most efficient transportation system imaginable.”\textsuperscript{34} However, if an AV does crash, the media will discuss the event more than it would discuss an ordinary car accident. For example, the first-ever death in an AV crash occurred in June 2016, when a Tesla crashed into a turning tractor trailer.\textsuperscript{35} Although the crash received significant media coverage, Tesla was quick to reassure the public that, even after the crash, the autopilot feature has a lower death rate than human drivers.\textsuperscript{36}

It is also possible to promote user acceptance by stressing the other benefits of AVs. These include greater mobility for people who are unable to drive, a smaller dependence on parking, and potential environmental
benefits. Manufacturers should emphasize that these benefits outweigh the potential increase in total miles traveled and the likely decrease in the number of professional driving jobs.

**Vulnerabilities**

Today, large-scale hacks are both inefficient and expensive because cars use different computer systems. As cars become integrated through advanced communications systems and vehicular networks, however, large-scale hacks may become possible. Moreover, hacks of individual cars are already possible; two hackers, for example, were able to control the steering, braking, and acceleration of a jeep through the car’s Uconnect system. The jeep’s entertainment system was connected to its steering and breaking controls through its computer network, known as the “CAN bus.” AVs have even more connections with the outside world and greater computerized control of the car’s systems than the hacked jeep, increasing the vulnerability of these types of cars. Uber recently hired the two hackers to improve its own vehicles’ security.

Car manufacturers must proactively protect AVs from hacks directed at software updates, sensors, and communications networks. First, although software updates are necessary for AVs to function effectively, they are also a major vulnerability. If the updates are installed online, the system becomes even more at risk. Second, AVs’ sensors can be fooled. If an AV mistakenly detects a pedestrian on the road, the car could suddenly stop. Indeed, lidar sensors can be fooled with a sixty-dollar laser. There is also a risk that drivers could “jailbreak” their cars, or hack their own vehicles to change the way that they behave. Owners who “jailbreak” their cars would increase control, but risk security. That risk increases when a jailbroken car drives near an ordinary car that expects it to act in a certain way. Finally, the fact that AVs will be connected to each other by communications networks will cause additional vulnerabilities. Attacks on V2V, V2I, and GPS can target safety, user acceptance, and privacy. V2V communication is therefore vulnerable to both computer network exploit (CNE) and computer network attack (CNA). CNE against an AV’s communications could target the victim’s privacy. Data about where a certain driver traveled could then be used against him or her. CNA against an AV could generate and report fictional illegal activity, causing unfortunate repercussions for the driver. Hackers
of V2V communications can target keys, software, sensors, and outgoing communications. DoS attacks could overload the car with information or prevent the car from sending signals.

Lacey identifies three types of attack against V2V and V2I communications. A hacker can use “message linking” and track the V2V “Basic Safety Message” to discover the location of a car. In a “framing attack,” the hacker first steals the car’s online certificate, then sends incorrect messages to show fictional illegal driving. A “framing attack” could cause the arrest of an innocent driver. In a “Sybil attack,” a hacker steals certificates of many cars, then sends messages from each car that point to a single car’s illegal driving. A “Sybil attack” could also frame a law-abiding driver. Each of these vulnerabilities represents an obstacle on the race course to develop secure AVs. As manufacturers and technology companies find new solutions, they will move closer to victory.

**Hacking Motivations**

Terrorism is a major threat to AVs. For an aspiring international terrorist with technical expertise, hacking one or multiple AVs would be an excellent way to create visible carnage. Even a small-scale hack of a few cars could shut down transportation. An attack would cause fear among commuters in AVs and traditional vehicles alike because, if a hacked AV is on the road, no car is safe. This fear could result in a decline in car usage and a slowdown of the US economy. Indeed, after the attacks of September 11, 2001, airplane travel decreased “dramatically” and did not recover until 2004. AVs could also be a useful way for terrorists to assassinate specific targets. A well-disguised attack on a single car may register as a technical malfunction.

Hackers could also target AVs to try to blackmail consumers or the US government. If a consumer received a notification from their car that the car would deliberately crash unless money was sent to an online account, the consumer may be forced to comply. Similarly, a criminal organization could tell the US government that it had hacked several unidentified cars. It could then force the government to meet its demands or threaten to launch a massive attack. Luckily, an economically motivated hacker would find the process of hacking an AV to be expensive. Hacking AVs will only be attractive if hackers can find a way to make a profit. In addition, as one white hat hacker points out, the people who have the technical knowledge
necessary to hack cars’ communications systems generally do not want to kill people.\textsuperscript{56} A graver risk is political blackmail. The group Anonymous, for example, could hack AVs to demand that the US government change certain policies. Foreign governments are less of a threat than terrorists and criminals. They could target AVs’ communications network, but the resulting disruption of the US economy would likely affect their own economy as well. It is risky, however, to rely on other governments to make this calculation.

### Potential Solutions

To reduce the probability of cyberattacks on AVs, it is necessary to secure cloud infrastructure, protect telecommunications, and examine the vulnerabilities specific to AVs. The final category includes a range of technical and legal solutions.

Protecting cloud infrastructure from cyberattacks is essential for the security of AVs. To secure the cloud, technology companies should be required to follow “best practices of application security” to be granted access to the network.\textsuperscript{57} Rigorous testing and reporting practices will help to ensure a secure network.\textsuperscript{58} Finally, cybersecurity teams must act like “firefighters,” ready to respond to cyberattacks quickly.\textsuperscript{59}

Protecting telecommunications, including V2V and V2I, is essential for privacy and security. Education, collaboration that respects privacy rights, laws, and leadership can protect telecommunications infrastructure from cyberattacks.\textsuperscript{60} For effective V2V and V2I communication, vehicles can send out one-way, unencrypted “Basic Safety Messages” that can be read by nearby vehicles, in addition to two-way, encrypted “trusted and secure communications.”\textsuperscript{61} One Israeli startup called Argos, for example, is developing a way to determine which messages are legitimate and which are malicious.\textsuperscript{62}

There are also potential solutions that are specific to AVs. These solutions, when combined, reduce the likelihood of a successful attack against an AV. First, developers will need to have a clear understanding of traffic patterns and the way that AVs interact with other cars, cyclists, and pedestrians. This understanding will enable them to distinguish normal driving behavior from hacked behavior. Second, they will need to ensure that a given AV or software update source can be positively identified. Public Key Infrastructure (PKI) could manage the identifying certificates of AVs online.\textsuperscript{63} A “Certificate
Authority” would be responsible for assigning online certificates to AVs. The system that assigns those certificates could be “centralized, decentralized, or hybrid.” The certificates would identify cars that belong in the system. Next, companies will need to ensure that cars can identify legitimate software updates. AVs can distinguish between legitimate and malicious software updates through “handshake” mechanisms. There are also a range of technical solutions that enable cars’ computer systems to make sure that they are connected to the correct car and that they are running legitimate software. “Plausibility checks” limit the software that can run on a car’s “electronic control unit” (ECU). “Component identification” pairs one ECU with one car. Another piece of software attempts to detect unusual data.

Third, AV developers should separate essential and nonessential computer systems. The Jeep hack demonstrated the vulnerability of cars whose functions are all linked electronically. Camek and others recommend that car manufacturers build cars with “multiple independent layers of security” (MILS) that are “adaptive” and “distributed.” “MILS architecture” establishes a barrier between essential and nonessential computers in the car. The separation of computer systems can prevent a virus from reaching a car’s essential functions. A “distributed” system would allow MILS architecture to function across multiple computers. An “adaptive” system can be updated with new capabilities. These elements will help to reduce the likelihood of attack on future AVs.

Fourth, manufacturers should explore additional technical solutions. “Black boxes,” which were originally used in airplanes, can record data on crashes without necessarily recording private GPS data. This data can be used to understand mistakes that led to a crash and could provide a clue as to whether the vehicle was hacked. AVs should also be equipped with a “safe mode” in which the car’s autonomous features can be disabled. In the event of a hack, a driver could then safely gain control of the vehicle. For a “safe mode” to exist, AVs would need to maintain the traditional steering wheel and brake pedal. Manufacturers should also adhere to industry standards and extensively test their vehicles.

Fifth, while many efforts have been taken to protect AVs from technical challenges, it is useful to explore legal solutions. The right laws could both deter hackers and make hacking more difficult. Indeed, various states are already implementing laws about the testing of autonomous vehicles.
states should aim to implement laws that require AV makers to follow security best practices. State and national legislatures can also make legislation that protects certificates. As it is impossible to design a car whose hardware is tamper-proof, laws will need to deter people from stealing software keys once they have physical access to a vehicle. In addition, they can develop laws that protect existing autonomous systems, such as those used by air control systems. These laws could be extended to cover AVs as they become more common.

Sixth, courts and private companies can also play a role. Courts must determine how to respond to accidents that are caused by hacks. Companies that gather data on AVs should be legally responsible to protect that data. The requirements will encourage the companies to invest in data security.

**Ethical Dilemmas**

AVs apply cloud infrastructure to life-and-death situations and therefore raise many ethical questions. While a full ethical discussion is beyond the scope of this paper, it is useful to review some of the existing literature and ongoing questions. Ethical systems can focus on utilitarianism, rights, justice, the “common good,” or virtues. I begin with a utilitarian approach because AVs seek to save as many lives as possible. According to Alexander Kott, “self-driving cars will kill people, but fewer people.” From a utilitarian point of view, the obvious choice is to implement autonomy. Turck goes a step further and argues that an AV should be programmed not only to save lives, but also to keep traffic flowing smoothly for millions of other drivers.

Since AVs’ algorithms are written in advance, every tradeoff in terms of lives and convenience is made ahead of time. When coders program AVs’ algorithms, they will need to make the algorithms “consistent,” avoid “public outrage,” and “not [discourage] buyers.” AV makers will need to choose between killing pedestrians and drivers. Frowe argues that by choosing to get into a car, a driver assumes responsibility and therefore should risk being killed before a pedestrian. Psychologists and polling data will be required to construct acceptable algorithms, as individuals could be reluctant to get in a utilitarian vehicle that may kill them but may save a pedestrian. Consistency in algorithms is also essential; otherwise, there could be economic discrimination as those capable of purchasing cars that protect the driver will do so.
It is also challenging to examine who is responsible for a crash. As AVs become more common, it will be necessary to determine whether manufacturers or the person in the front seat of the AV is responsible. The answer could depend on whether the car is autonomous (Level 3) or self-driving (Level 4). Finally, there is the issue of an autonomous vehicle network that takes away individual freedoms. If the government controls the network, it could determine not only drivers’ speed, but also their destination. A collective vehicular network could therefore give rise to a government that controls individuals’ transportation.

**Implications and Areas of Further Research**

So, should automakers throw in the towel? Are the unique security and technical challenges so great that technology companies and car manufacturers should put AVs on hold until they are more secure? Absolutely not. AV developers should continue to race ahead because AVs, even with their imperfections, can prevent crashes and save lives. Elon Musk, the founder of Tesla, recently made this point. He wrote that the company is not waiting to release AVs because “when used correctly, [autonomy] is already significantly safer than a person driving by themselves and it would therefore be morally reprehensible to delay release simply for fear of bad press or some mercantile calculation of legal liability.” Meanwhile, as AVs develop, their designers must continue to develop more effective security measures.

AVs have many other implications that could lead to future research. These include the controversy over the right to use DSRC wireless communications; the cybersecurity of drones; AV conformance to imperfect human driving behavior; and the growth of a new in-car entertainment industry. Legal concerns include responsibility for accidents; the legality of police-tracking services such as those offered by Waze; the effect of AVs on car insurance companies; and the risk of someone manipulating AV data to create false evidence.

As we speed toward a world of the Internet of Things, we might want to fasten our seatbelts.
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